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ABSTRACT
The infrared response of a system of two vibrational modes in a cavity is calculated by an effective non-Hermitian Hamiltonian derived
by employing the nonequilibrium Green’s function (NEGF) formalism. Degeneracies of the Hamiltonian (exceptional points, EPs) widely
employed in theoretical analysis of optical cavity spectroscopies are used in an approximate treatment and compared with the full NEGF.
Qualitative limitations of the EP treatment are explained by examining the approximations employed in the calculation.
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I. INTRODUCTION

Developments in experimental techniques allow the spectro-
scopic measurements of molecular systems placed in cavities.1–11

Cavity confinement promotes a strong coupling between the radi-
ation field and molecular degrees of freedom. The optical control of
molecular responses (conformational switching, charge and energy
transfer, chemical reaction rates) thus becomes feasible. To enhance
the signal, the majority of such experiments are performed on sam-
ples containing many molecules. However, spectroscopic measure-
ments of single-molecules in plasmonic nanocavities were reported
as well.12,13

Theoretical considerations of spectroscopy of molecules placed
in optical cavities usually rely on simplified model approaches.
While the actual experimental setup deals with open driven quan-
tum mechanical systems, the simplest theoretical treatments use
Hermitian Hamiltonian for the cavity mode and molecular degrees
of freedom.14 The open character of the system is introduced later
in an ad hoc manner either using single particle scattering theory
or within the input–output methodology, to name the two most
popular and closely related approaches.15,16 In such treatments,
one diagonalizes the Hamiltonian matrix represented in a basis of
isolated molecule many-body states with a direct product with har-
monic oscillator states representing the cavity mode. Its eigenstates
mix different degrees of freedom of the system. The mixture of light
and matter degrees of freedom is called polaritons.

More advanced treatments take into account the open char-
acter of the system already at the level of the Hamiltonian
formulation—an effective non-Hermitian Hamiltonian considera-
tion. Non-Hermitian quantum mechanics is implemented in many
research areas from optics, to quantum field theory, to molecu-
lar physics.17,18 Non-Hermitian quantum mechanics is obtained by
adding complex absorbing potentials (CAPs) to Hermitian Hamil-
tonians. CAPs, which represent the open character of the sys-
tem, are often employed to simplify numerical simulations. Sys-
tem responses are especially non-trivial at the degeneracy points
of the non-Hermitian Hamiltonian spectrum known as excep-
tional points (EPs).19–21 The concept is widely applied in the
description of open quantum systems22,23 including studies of
quantum transport at junctions.24,25 It is also popular in optics
and polaritonics26–31 where EPs were shown to be responsible
for exotic phenomena, such as decreasing intensity of the emit-
ted laser light for increasing pump power,32 unidirectional trans-
port,33 chiral modes,34,35 and anomalous lasing.36,37 In addition,
topological structures,38–41 phase transitions,42,43 and topologi-
cal Berry phase44,45 are observed in the vicinity of exceptional
points.

The first-principles treatment of open quantum systems starts
with a Hermitian quantum mechanical description of the uni-
verse. The description of the open system is obtained by tracing
out environmental (bath) degrees of freedom. The nonequilibrium
Green’s function (NEGF) approach to open quantum systems fol-
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lows this paradigm.46,47 The influence of the environment is then
incorporated through the self-energies.

Here, we study a model of two vibrational modes in a cavity.
The vibrations are not directly coupled but are coupled to the cav-
ity mode and thermal (phonon) baths. The cavity mode is driven
by a laser modeled as a continuum of radiation modes narrowly
populated around the laser frequency. The model was discussed pre-
viously within the non-Hermitian quantum mechanics paradigm
where effective non-Hermitian Hamiltonian derived within the
input–output formalism consideration was used for consideration
of the role of exceptional points in responses of the open quantum
system.48 Here, we adopt a non-Hermitian quantum mechanics for-
mulation starting with the exact NEGF description. We then discuss
the concept of exceptional points and compare the predictions of the
non-Hermitian simulations to those of the more rigorous full NEGF
results.

The structure of this paper is as follows: In Sec. II, we intro-
duce the model, present the corresponding NEGF formulation, and
use it to derive a non-Hermitian quantum mechanical description.
Section III presents numerical simulations performed within NEGF
and within exceptional point approaches and discusses similarities
and differences between the two methods. Conclusions are drawn
in Sec. IV.

II. TWO VIBRATIONAL MODES IN A CAVITY
A. Model

We consider two vibrational modes ω1 and ω2 coupled to the
same cavity mode ωC and driven by the same laser field (see Fig. 1).
The vibrational modes are coupled further to thermal baths. In the
rotating wave approximation, the Hamiltonian of the system is

Ĥ = Ĥ0 + V̂ , (1)

where

Ĥ0 = ωCâ†
CâC +∑

i=1,2
ωib̂†

i b̂i +∑
α

ωαâ†
αâα +∑

i=1,2
∑

βi

ωβi b̂
†
βi

b̂βi ,

V̂ =∑
i

giâ†
CâC(b̂i + b̂†

i ) +∑
α
(VCαâ†

Câα + VαCâ†
αâC)

+∑
i=1,2
∑

βi

(Viβi b̂
†
i b̂βi + Vβiib̂

†
βi

b̂i).

(2)

Here, the boson operators â†
C and b̂†

i create quanta of cavity
mode excitation and vibration i, respectively. â†

α and b̂†
βi

describe
excitations of the radiation field and phonon (thermal) baths,
respectively.

B. The NEGF formulation
We first consider the cavity mode and vibrations by ignor-

ing the mixing between the cavity mode and vibrational degrees of

FIG. 1. Sketch of a single molecule in a cavity model.

freedom. The corresponding single-particle Green’s functions are
defined on the Keldysh contour as

AC(τ1, τ2) ≡ −i⟨Tc âC(τ1) â†
C(τ2)⟩,

Bi j(τ1, τ2) ≡ −i⟨Tc b̂i(τ1) b̂†
j(τ2)⟩ (i, j = 1, 2).

(3)

Here, τ1,2 are contour variables and Tc is the contour ordering
operator. These Green’s functions satisfy the Dyson equations

(i
∂

∂τ1
− ωC)AC(τ1, τ2) = δ(τ1, τ2) + ∫

c
dτ ΣA(τ1, τ)AC(τ, τ2),

(i
∂

∂τ1
I −Ω)B(τ1, τ2) = δ(τ1, τ2) I + ∫

c
dτ ΣB(τ1, τ)B(τ, τ2),

(4)

where I is the unity matrix,

Ω =
⎛
⎜
⎝

ω1 0

0 ω2

⎞
⎟
⎠

, (5)

and

ΣA(τ1, τ2) = Σrad(τ1, τ2) + Σvib(τ1, τ2),
ΣB(τ1, τ2) = Σph(τ1, τ2) + ΣC(τ1, τ2)

(6)

are self-energies. The latter account for the effect of couplings on the
radiation field and phonon baths,

Σrad(τ1, τ2) =∑
α

VCα Aα(τ1, τ2)VαC,

[Σph]ii
(τ1, τ2) =∑

βi

Viβi Bβi(τ1, τ2)Vβii,
(7)

and for the interaction between the cavity mode and vibrational
degrees of freedom. In the second-order diagrammatic expansion,
the latter is

Σvib(τ1, τ2) = i∑
i, j

gi(Bi j(τ1, τ2) + Bi j(τ2, τ1))gj ,

[ΣC]i j(τ1, τ2) = i gi P(τ1, τ2) gj.
(8)
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Aα(τ1, τ2) and Bβi(τ1, τ2) are, respectively, Green’s functions of free
photons and phonons,

Aα(τ1, τ2) ≡ −i⟨Tc âα(τ1) â†
α(τ2)⟩

0
,

Bβi(τ1, τ2) ≡ −i⟨Tc b̂βi(τ1) b̂†
βi
(τ2)⟩

0
,

(9)

and

P(τ1, τ2) ≡ −⟨Tc â†
C(τ1)âC(τ1) â†

C(τ2)âC(τ2)⟩ (10)

is the polarization bubble (two-particle Green’s function of the
cavity mode excitations).

To compute Green’s functions (3), one has to solve the sys-
tem of coupled Dyson equations (4) self-consistently on the Keldysh
contour. Because the self-energy Σc in Eq. (8) is expressed in terms
of two-particle Green’s function (10), simultaneous solution of the
Bethe–Salpeter equation should be considered for the polarization
bubble. To simplify the analysis, we neglect the effect of vibrational
degrees of freedom on the cavity mode. In this case, the self-energy
Σvib(τ1, τ2) in Eq. (8) can be dropped and the polarization bub-
ble (10) can be approximately expressed in terms of single-particle
Green’s functions AC using Wick’s theorem

[ΣC]i j(τ1, τ2) ≈ i gi AC(τ1, τ2)AC(τ2, τ1) g j. (11)

C. Linearization of the polarization bubble
After neglecting back action of vibrational degrees of freedom

on cavity mode, assuming wide band approximation for coupling to
radiation field modes, considering steady-state, and taking Fourier
transform, we get from (6) for retarded and lesser projections of ΣA,

Σr
A(E) = −

i
2

κ,

Σ<A(E) = −iκ
P

ωL

δ
(E − ωL)

2
+ (δ/2)2 .

(12)

Here, κ is the cavity mode dissipation, ωL is the laser frequency, δ is
the laser linewidth, and P is the laser intensity. Thus,

⟨â†
CâC⟩ = i A<C(t, t) = i∫

dE
2π

Ar
C(E)Σ<A(E)Aa

C(E)

δ→0+
ÐÐÐ→κ

P
ωL

Ar
C(ωL)Aa

C(ωL).
(13)

We split the total cavity field into the pumped field αc
(treated classically) and fluctuations δâc due to the presence of empty
radiation background (treated quantum mechanically),

âC = αC + δâC. (14)

Thus,

⟨â†
CâC⟩ = α∗C αC ⇒

αC =

√

κ
P

ωL

1
ωL − ωC +

i
2 κ
≡ ϵ

1
Δ + i

2 κ
,

(15)

where ϵ ≡
√

κP/ωL is the driving strength and Δ ≡ ωL − ωC is
the detuning between the pumping laser field and cavity mode
frequency.

Linearization of the polarization bubble (10) yields

P(τ1, τ2) = −⟨Tc (α∗C + δa†
C(τ1))(αC + δâC(τ1))

× (α∗C + δa†
C(τ2))(αC + δaC(τ2))⟩

≈ −i α∗C αC(AC(τ1, τ2) +AC(τ2, τ1)), (16)

where

AC(τ, τ′) ≡ −i⟨Tc δâC(τ) δâ†
C(τ

′
)⟩ (17)

is the single-particle Green’s function of cavity mode fluctuations
coupled to an empty continuum of radiation field modes. Green’s
function (17) satisfies the Dyson equation

(i
∂

∂τ1
+ Δ)AC(τ1, τ2) = δ(τ1, τ2) + ∫

c
dτ Σempty

rad (τ1, τ)AC(τ, τ2).

(18)
Separation of the field into two parts with one, αC, treated

classically and the other, δα̂C, quantum mechanically introduces
several approximations:

1. The main difference between classical and quantum fields is
the ability of the latter to mediate photon supported effec-
tive interaction between quantum degrees of freedom in the
system. For the model considered here, quantum degrees of
freedom interacting via photon are molecular vibrations, and
photon induced interaction is described by ΣC. Expressions
for the interaction, Eq. (11) for NEGF and Eq. (23) for EPs,
become very different in strong fields, where the neglected
quantum character of the αC part becomes pronounced.

2. A classical treatment misses all quantum correlations. This
is reflected by the time-local character of αC contribution vs
time-non-local correlation functions in quantum treatment.

3. αC and δα̂C of Eq. (14) are two parts representing the same
radiation field mode. Thus, in the case of spontaneous emis-
sion, described within the δα̂C part, the resulting photon
should be accounted for in the αC part. In the linearized for-
mulation, such a photon is disregarded. The effect should be
significant in weak laser fields.

This completes the description of the cavity mode. Below, we
focus on the dynamics of the vibrational degrees of freedom. The
result for the linearized polarization bubble P [Eq. (16)] can now be
used in the expression for self-energy of vibrations due to coupling
to the cavity mode ΣC [Eq. (8)].

D. Exceptional points
To introduce the concept of exceptional points, one has to for-

mulate the dynamics of the two vibrational degrees of freedom in
terms of some effective non-Hermitian Hamiltonian Ĥeff . Within
the NEGF (assuming steady-state), this is equivalent to substituting
a proper on-the-contour Dyson equation for Green’s function B,
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⎡
⎢
⎢
⎢
⎢
⎢
⎣

E I −Ω − Σc
B(E) −Σ<B(E)

−Σ>B(E) −E I +Ω − Σc̃
B(E)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Bc
(E) B<(E)

B>(E) Bc̃
(E)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

= I (19)

with an effective equation of motion

⎡
⎢
⎢
⎢
⎢
⎢
⎣

E I −Heff 0

0 −E I +Heff

⎤
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Bc
(E) B<(E)

B>(E) Bc̃
(E)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

= I. (20)

Here, c, <, >, and c̃ indicate causal, lesser, greater, and anti-causal
projections, respectively. Taking into account that

Σc
B(E) = Σr

B(E) + Σ<B(E),

Σc̃
B(E) = Σa

B(E) + Σ>B(E)
(21)

(where r and a are retarded and advanced projections), the tran-
sition from (19) to (20) is only meaningful under the following
assumptions:

1. Lesser projection of the self-energy is disregarded,

Σ<B(E) ≡ Σ<ph(E) + Σ<C(E) = 0.

(a) Thermal (phonon) bath contribution can be disregarded
when the bath is held at zero temperature, that is,
Σ<ph(E) = 0.

(b) Neglecting contribution Σ<C(E) is consistent with the
assumption of the field splitting so that ⟨δâ†

C δâC⟩ = 0,
but requires also assuming ⟨δâC δâ†

C⟩ = 0 (i.e., neglect
quantum character of the radiation background), which
is hard to justify.

2. Greater projection of the self-energy is disregarded,

Σ>B(E) ≡ Σ>ph(E) + Σ>C(E) = 0.

This assumption is equivalent to the neglect of quantum
effects in the bath, which contradicts the zero temperature
requirement of the previous step. Indeed, considering lesser
and greater projections of phonon self-energy Σph: Σ<ph(E)
= −iγ(E)N(E) and Σ>ph(E) = −iγ(E)[1 +N(E)] [here, γ(E)
the dissipation rate and N(E) is the Bose–Einstein phonon
distribution in the thermal bath] one sees that when
T → 0⇒ N(E)→ 0. This justifies neglect of the lesser pro-
jection. However, quantum effects, in principle, do not allow
similar neglect of the greater projection of the self-energy:

ΣE
ph

T→0
ÐÐÐ→ − iγ(E).

3. On the scale of the system’s relevant energies, the energy
dependence of the self-energy projections is smooth so that

Σr/a
B (E) ≈ Σr/a

B (E0) = const

for some arbitrary energy E0.

To obtain an effective vibrational Hamiltonian, we need to
know only the retarded projection of the self-energy ΣB, which
according to Eq. (6) has contributions from coupling to a ther-
mal bath, Σr

ph, and interaction via cavity mode, Σr
C. Neglecting

bath induced correlations and assuming wide-band approximation
(WBA), the former is

Σr
ph(E) = −

i
2

⎡
⎢
⎢
⎢
⎢
⎢
⎣

γ1 0

0 γ2

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (22)

Here, γi(E) ≡ 2π∑βi
Viβi Vβii δ(E − ωβi) (i = 1, 2) is the dissipation

rate of vibrational mode i. The latter is obtained using (16) and (18)
in (8),

Σr
C(E) = gi α∗C αC gj(A r

C(E) +A a
C(−E))

= gi α∗C αC gj(
1

Δ + E + i
2 κ
+

1
Δ − E − i

2 κ
). (23)

Finally, utilizing (15), taking g1 = g2 ≡ g, choosing an arbitrary
value E0 in (23), and adding (22) yields the effective Hamiltonian

Heff =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

ω1 −
i
2

γ1 +Λ Λ

Λ ω2 −
i
2

γ2 +Λ

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (24)

where

Λ ≡ g2 P
ωL

κ
Δ2
+ κ2

4

⎡
⎢
⎢
⎢
⎢
⎣

Δ + E0 −
i
2 κ

(Δ + E0)
2
+ κ2

4

+
Δ − E0 +

i
2 κ

(Δ − E0)
2
+ κ2

4

⎤
⎥
⎥
⎥
⎥
⎦

. (25)

The eigenenergies of the Hamiltonian are

E± =
ω1 −

i
2 γ1 +Λ + ω2 −

i
2 γ2 +Λ

2

±
1
2

√

[(ω1 −
i
2

γ1) − (ω2 −
i
2

γ2)]
2
+ 4Λ2. (26)

Thus, an exceptional point (defined as a point of degeneracy for
eigenvalues) is

[(ω1 −
i
2

γ1) − (ω2 −
i
2

γ2)]
2
+ 4Λ2

= 0. (27)

These results were first obtained in Ref. 48 using the input–output
formalism.

To re-introduce information on the baths, the input–output
formalism utilizes the concept of noise operators. Their correlation
functions yield lesser and greater projections of the correspond-
ing self-energies, Σ≷rad(E) and Σ≷ph(E), usually taken at a particu-
lar fixed energy E0 (delta-correlated in time). In this respect, the
input–output formalism is similar to the single-particle scattering
theory. Note that lesser and greater projections of the self-energy
due to coupling between vibrational and cavity modes, Σ≷C(E),
are not taken into account by the procedure and thus are disre-
garded in the EP treatment. Strictly speaking, such consideration
is inconsistent because retarded projection of the same self-energy,
Σr

C(E), plays a central role in the EP approach. The three projec-
tions are not independent, and all three are related to the same
self-energy defined on the Keldysh contour. Thus, keeping one
of the projections while ignoring the others is inconsistent. In
terms of physical effects, retarded projection yields information
on the level shift and dissipation, while lesser and greater pro-
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jections describe the ability to in- and out-scattering of energy
quanta. Ignoring the latter while keeping the former is equivalent
to neglecting the energy exchange between molecular degrees of
freedom. It also leads to a violation of the fluctuation–dissipation
relations. Thus, besides disregarding energy transfer between
molecular vibrations due to radiation field-induced interaction,
such a description will not allow to reach the correct thermal
equilibrium.

The knowledge of the B Green’s functions [Eq. (3)] within the
NEGF formalism or the effective Hamiltonian Ĥ eff [Eq. (24)] within
the EP formalism allows us to simulate multiple system character-
istics (energy flux, populations of the modes, spectrum, effective
temperatures, etc.). Below, following Ref. 48, we focus on the sim-
ulation of the spectra of vibrational degrees of freedom and their
effective temperatures.

III. NUMERICAL RESULTS
While the EP approach is widely applied in optome-

chanics,41,48–51 its applicability in single-molecule cavity systems12,13

is not well established. Here, we compare calculations obtained
utilizing exceptional points (EPs) with those of the full NEGF
simulations for a single molecule in a cavity at a steady-state regime.

Following Ref. 48, we focus on the simulation of the spectra of
vibrational degrees of freedom and their effective temperatures. The

former is defined by a lesser projection of Green’s function B. At a
steady state,

Si(E) ≡ i B<ii(E) (i = 1, 2). (28)

Usually, exceptional points indicate thresholds for significant
changes in the system response. In particular, for our model, only
one EP (27) is possible. It was shown in Ref. 48 that this excep-
tional point yields a critical value of effective inter-mode coupling
Λ. Coupling strengths below the critical value provide a spectrum
with peaks at the vibrational mode frequencies. Couplings above the
critical value yield splitting in the spectrum.

The effective temperature is obtained from the assumption of
the thermal vibrational distribution

kBTeff
i ≡

h̵ωi

log (1 + [∫
dE
2π Si(E)]

−1
)

. (29)

In the derivation of Eq. (29), we use the Bose–Einstein distribution
instead of its limiting value kBTeff

i /h̵ωi used in Ref. 48, which does
not apply for our choice of parameters.

We perform the simulations using typical parameters for a sin-
gle molecule in a cavity setup: cavity mode with frequency ωC = 2 eV
and escape rate κ = 10−3 eV is pumped with a monochromatic laser
with frequency ωL = 1.5 eV and linewidth δ = 10−5 eV. Molecular
vibrations ω1 = 0.1 eV and ω2 = 0.08 eV are coupled to two differ-
ent thermal baths. Energy escape rates to the baths are γ1 = 10−3 eV

FIG. 2. Vibrational spectrum S(E) [Eq. (28)] in a cavity.
Shown are the results of calculations within EP (dashed
line, red) and NEGF (solid line, blue) approaches for ω1
with inter-mode coupling (a) below and (c) above excep-
tional point value. Similar results for ω2 are shown in panels
(b) and (d), respectively. See text for parameters.
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and γ2 = 5 × 10−4 eV. The coupling strengths of the vibrations
to the cavity mode are g1 = g2 = 0.05 eV. Realistic laser intensi-
ties used in optical experiments with single molecule junctions
are ∼1 kW/cm2.52 This together with characteristics cross section
of 3 nm2 and laser frequency ωL = 1.5 eV (λL ∼ 780 nm) yields
P/ωL ∼ 104 eV.

For the chosen parameters, the critical value of inter-
mode coupling [Eq. (27)] is Λ ∼ 0.01 eV, which corresponds to
P/ωL ∼ 102 eV. Figure 2 shows the infrared vibrational spectrum
[Eq. (28)] for effective coupling Λ below (top row, P/ωL = 10 eV)
and above (bottom row, P/ωL = 104 eV) its critical value. As
expected, the spectrum shows mode splitting for values of the
coupling above the exceptional point [Eq. (27)]. For the chosen para-
meters, the EP and NEGF yield similar results for P/ωL = 10 eV,
and the differences appear at strong couplings: results for heights
of peaks in the spectrum (including qualitative relative peak val-
ues) are predicted differently by the two approaches. An obvious
reason for the discrepancy is the neglect of self-energy Σ<C in the
EP formulation, which becomes pronounced for stronger couplings.
Disregarding Σ<C leads to the neglect of energy exchange between
molecular vibrations and violates fluctuation–dissipation relations.
One sees that for the particular choice of parameters discrepancy
in the prediction of the position and width of peaks is relatively
small. This is expected because retarded projection of self-energy ΣB
[Eq. (6)] to which Σr

C contributes is responsible for peaks shifts (real
part of Σr

B) and widths (imaginary part of Σr
B). Note, however, that by

its very construction the EP approach disregards self-consistency of
the complete NEGF treatment (see discussion in the conclusions).
This lack of self-consistency results in incorrect Σr

C contribution.
Note also that because the EP misses quantum correlations between
vibrations (a consequence of the linearization procedure), another
choice of parameters may lead to different results for the two
approaches also for small values of inter-mode coupling.

While low-power results coincide for the parameters chosen,
we note that this cannot be considered as a validation of the EP
approach. Close or coinciding results at a particular set of para-
meters, in principle, cannot be a proof of quality of a theory.
This is no more than an illustration that for the particular set
of parameters inherent (built-in) mistakes of the EP theory are
numerically small. However, it does not make the EP approach a
consistent theory. In terms of physics, the disregarded lesser and
greater projections of self-energy ΣC are responsible for energy
exchange between molecular vibrations caused by cavity mode-
induced effective interaction. Among other parameters, the intensity
of the radiation field defines the strength of the exchange. Indeed,
the intensity of the radiation field enters Σ≷C via greater/lesser pro-
jections of Green’s function A [Eq. (11)], which in turn is defined
by Σ≷A [Eq. (6)] whose Σrad contribution [Eq. (7)] is directly pro-
portional to the field intensity. Thus, it is not surprising that at
low intensities the mistake of the EP approach is less pronounced
numerically.

Figure 3 shows the effective temperatures of the modes
[Eq. (29)] as functions of the laser intensity. The discrepancy
between the EP and NEGF in spectrum results naturally leads to
quantitative and qualitative differences in predicting temperatures
of the modes. For example, Fig. 3(a) shows that the EP approach
predicts cooling of the mode ω2 when increasing laser frequency,

FIG. 3. Effective temperature Teff [Eq. (29)] vs the pump laser intensity. Shown are
the results of calculations within EP (dashed line, red) and NEGF (solid line, blue)
approaches for ω1 (circles) and ω2 (triangles). Calculations are performed for
(a) T1 = T2 = 300 K and (b) T1 = 1000 K and T2 = 100 K. Other parameters
are as in Fig. 2.

while proper NEGF simulation shows the mode will be heated and its
heating will be more significant than that of mode ω1. Similarly,
Fig. 3(b) shows the EP prediction for monotonic cooling of Teff

1 ,
while NEGF yields non-monotonic behavior.

IV. CONCLUSIONS
Starting with the full NEGF treatment of two vibrations in a

cavity (Fig. 1), we derive an effective non-Hermitian Hamiltonian
formulation and discuss the employed approximations. The effective
Hamiltonian allows us to introduce exceptional points (degener-
acy points in the spectrum of the Hamiltonian). Together with
the input–output formalism, the approach is widely used in the
theoretical analysis of optomechanical systems.

The main limitations of the EP approach are related to the
following:

1. Its Markov (delta correlated in time) character, which makes
it inconvenient in the treatment of systems with multiple
resonances.

2. Its inconsistency in the treatment of intra-system interactions,
which results in keeping retarded projection of the corre-
sponding self-energy while disregarding all other projections
of the same self-energy.
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For simplicity, we disregarded the back action of vibrational
modes. This was done intentionally because incorporation of self-
consistency into the NEGF treatment would make the derivation of
the EP approach from NEGF impossible and thus distract from the
main message of the paper. We note that strictly speaking account-
ing for back action within NEGF is not a matter of choice but
a necessity. Ever since the classical works by Kadanoff and Baym
in the 1960s,53,54 it is known that non-self-consistent approxima-
tions within NEGF violate conservation laws in the system. While
the limitation of bare perturbation theory is well-known in quan-
tum transport, the optics community is less aware of the problem.
This limitation was a focus of our previous studies.55,56 With the
presented derivation, we show that the EP approach is not able to
account for self-consistency by its very construction. This is one
more limitation of the EP method. From a physics point of view,
the necessity of self-consistent treatment is a direct consequence
of the necessity to balance properly energy exchange between the
two molecular vibrations. A steady-state situation results from mul-
tiple energy exchanges. While the effect is not expected to be very
important due to the large difference in corresponding frequencies,
in other systems (e.g., in quantum transport applications), inherent
lack of self-consistency in the EP treatment may be one more source
of the mistake.

We compare the NEGF and EP predictions for parameters cho-
sen to represent a single-molecule in a cavity. The EP prediction is
shown to miss important information, which (for the chosen para-
meters) leads to qualitatively incorrect predictions of the spectra and
effective temperatures of the vibrational modes. Note that the dis-
crepancy between NEGF and EP results is pronounced at strong
laser fields, where quantum effects (missed by the EP approach) are
not the main factor.

While our discussion was focused on optomechanics (as a con-
venient model to show limitations of the EP treatment), similar
conclusions are relevant for standard polaritonic treatment: while
a number of peaks in the polaritonic spectrum will be the same
within the EP and more rigorous treatments (three in a similar
polaritonic model), their positions, heights, and linewidths may
differ significantly. Note that similar to the situation with quan-
tum transport where for non-interacting systems the full NEGF
treatment can be substituted with a much simpler scattering the-
ory based (Landauer–Butiker) approach, also in polaritonic systems
with many molecules situation depends on the level of the the-
ory involved. If one considers a set of non-interacting molecules,
each individually coupled to cavity mode with mode-induced inter-
molecular interaction disregarded (that is a non-interacting set
of molecules), existing scattering theory-based approaches will be
capable to describe such a situation. However, the moment one
is willing to introduce any sort of interaction into consideration
(besides individual molecule mixing with radiation field mode
resulting in polariton) with energy redistribution between the sys-
tem degrees of freedom existing techniques will fail due to the same
reasons as considered in the manuscript. Note also that the con-
clusions are equally applicable to any order of optical processes
in nanocavity systems. Indeed, the very classification of spectro-
scopies (processes of a particular order) accepted in the optics
community is not applicable to open systems. One can introduce
a somewhat meaningful analog of such classification by separating
the total photon flux into “different order” contributions (note that

such a separation is not rigorous due to the same reasons why one
cannot rigorously separate total electronic current into elastic and
inelastic fluxes—see, e.g., Ref. 57). We discussed the issue in our pre-
vious publication.56 However, such a separation is post-processing.
That is, the central object of study in NEGF is the total photon flux,
which includes in it all contributions (optical processes of all orders).

In summary, a careful analysis of the involved approxima-
tions should be performed prior to employing the EP method
(and the concept of exceptional points) in the treatment of nanoscale
systems. In particular, for systems with several participating res-
onances, systems with a significant redistribution of population
between degrees of freedom (DOFs) or with a pronounced effect
of back-action between the DOFs of the EP formalism will not be
accurate.
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