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ABSTRACT: Expressions for linear and nonlinear spectroscopy
simulation in the X-ray window in which the time evolution of a
photoexcited molecular system is treated via quantum dynamics
are derived. By leveraging on the peculiar properties of core-
excited/ionized states, first- and third-order response functions are
recast in the limit of time-scale separation between the extremely
short core-state lifetime and the (comparably longer) electronic-
state transfer and nuclear vibrational motion. This work is a natural
extension of Segatta et al. (J. Chem. Theory Comput. 2023, 19,
2075−2091), in which some of the present authors coupled
MCTDH quantum dynamics to spectroscopy simulation at
different levels of sophistication. Full quantum dynamics and
approximate expressions are compared by simulating X-ray transient absorption spectroscopy at the carbon K-edge in the pyrene
molecule.

1. INTRODUCTION
Monitoring photoinduced events in real time is the primary
goal of time-resolved (TR-) spectroscopy. Transient absorp-
tion (TA) is one of the most widespread techniques: an
ultraviolet (UV)/visible (vis) pump pulse excites the system
into the manifold of valence-excited states where the
photophysics/photochemistry of interest occurs. After a
controlled time delay, a probe pulse is sent to the sample to
monitor the evolution of the molecular system that took place
during the delay time. Techniques interrogating the system’s
temporal evolution with infrared (IR) or UV/vis light are
routinely used to resolve events taking place on the sub-ps time
scale,2−4 demonstrating that a wealth of complementary
information can be obtained by targeting vibrational levels
(IR) and valence-excited and -ionized states (UV/vis).
Recently, new sources of light, including X-rays in free-
electron lasers (XFEL)5,6 large facilities and table-top high
harmonic generation (HHG)7,8 setups, have facilitated access
to a new spectral probing window that covers core-excited and
-ionized states.9−15 By employing X-rays as a probe, promotion
of (atom-centered) core electrons into empty molecular
orbitals (core excitations) or in the continuum (core
ionization) reveals information about the photoinduced
dynamics of the system, which is inaccessible by probing
other spectral regimes. Such information is local, atom-
dependent, and sensitive to the chemical environment and/
or oxidation state of the core-excited atom.

The simulation of TA signals requires computation of the
nonlinear (third-order) response of the system perturbed by
the pump and probe laser pulses. The pump pulse creates an
out-of-equilibrium wave packet (WP) in the manifold of
valence states, whereas the probe resonantly couples the
evolved WP to a manifold of higher vibrational and/or
electronic excited states. Regardless of the energy window that
different types of probe may employ to monitor the
photoinduced process of interest, it is understood that the
quality of the simulated TA spectra will be strongly affected by
the quality of the WP evolution. While cost-effective
semiclassical16 or mixed quantum-classical17,18 approaches
have been developed in the last few decades to replace the
WP propagation with a swarm of trajectories, the highest level
of accuracy is obtained by means of quantum dynamics
methods, in which the quantum nature of both electrons and
nuclei is preserved. Interestingly, many approximate ap-
proaches are not capable of capturing subtle quantum effects
such as the creation of electronic coherences along the
dynamics, as, e.g., when the WP passes through a conical
intersection. Novel spectroscopic techniques in the X-ray
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domain (such as TRUECARS and ultrafast X-ray diffrac-
tion)19−21 that leverage on the detection of such coherences to
pinpoint passage through a conical intersection require these to
be carefully described, making it necessary to employ quantum
dynamics WP propagation schemes. Recently, we have
developed a simulation protocol for computing the third-
order response from multidimensional fully quantum dynam-
ical simulations based on the multiconfigurational time-
dependent Hartree (MCTDH) method.1 In the present
contribution, the approach of ref 1 is further developed to
conjugate the accuracy of quantum dynamics simulations with
an efficient TA simulation protocol in the X-ray domain.
MCTDH22−24 is a numerical protocol for solving the time-

dependent Schröedinger equation which is particularly
effective when the potential energy surfaces (PESs) on which
the nuclei evolve can be approximated by a low-order Taylor
expansion in normal mode coordinates. This is often possible
in the diabatic picture, in which the molecular system is
represented in a basis of states with well-defined (electronic)
character. Hamiltonians that describe such simplified PESs are
called model vibronic coupling Hamiltonians.25,26 The simplest
form of the Hamiltonian, known as the linear vibronic coupling
(LVC) model, assumes that all PESs share the same normal
modes and frequencies and that off-diagonal terms, emerging
in the diabatic representation, are linear functions of the
coordinates. This facilitates QD simulations with many tens of
nuclear degrees of freedom. Quadratic vibronic coupling
(QVC) models are also efficiently treated at the MCTDH
level, also taking into account different curvatures for the
different electronic states, and even Duschinsky mixing
between normal modes.27,28 MCTDH can treat more general
PES functional forms, inevitably requiring reduction of the
dimensionality of the problem due to the increased computa-
tional cost.
Despite its simplicity, the LVC Hamiltonian naturally

captures passage through conical intersections, which is
known to facilitate ultrafast internal conversion, as well as
charge and energy transfer.29 In our implementation, the LVC
Hamiltonian is parametrized with a maximum-overlap
diabatization protocol,30,31 using multiconfigurational wave-
function-based electronic structure methods such as the
complete and restricted active space self-consistent field theory
corrected by second-order perturbation theory, i.e., the
CASSCF/CASPT2 and RASSCF/RASPT2 protocols.32,33

The response function computation requires evaluation of
the overlap between nuclear WP (WPO) evolving on different
electronic surfaces during the pump−probe delay time, t2, as
well as during the time that elapses between the probe−matter
interaction and the signal detection, termed t3. This LVC/
WPO protocol can be applied to simulate TA signals in the
entire spectral window from the visible to the X-ray.
The short-lived nature of core-excited states compared to

the time scales of electronic population dynamics and nuclear
vibrational periods justifies treating the WP propagation
following the interaction with the probe pulse in approximate
ways. The short-time approximation (STA) invoked in ref 34
computes static absorption signals on top of a WP dynamics in
the valence manifold, thereby completely neglecting the WP
evolution projected by the probe pulse in the manifold of
higher-lying states. Its validity for X-ray probe pulses has been
studied by Freibert et al.35 who compared LVC/STA results
with the highest LVC/WPO approach. They report that STA
accurately reproduces the positions of the transient signals and

their broadening, but as expected it lacks a fine vibronic
structure, which becomes more visible the longer the lifetime
of the core-excited states.
The exact STA response at each delay time t2 can be

obtained either by computing the nuclear probability density in
coordinate space36,37 at a cost which increases with the number
of degrees of freedom, or, alternatively, in the time domain by
explicitly propagating the WP during a time interval t3, while
omitting the kinetic operator, at a cost comparable to that of
the WPO method.35 An approximation often made is to utilize
only the vertical energy gap at the centroid, i.e., at the
expectation value of the nuclear position of the WP evolving in
the manifold of valence states. While this approximation
minimizes the overhead to the t2 WP propagation in the
valence manifold, peak broadening and/or asymmetries due to
the form of the nuclear probability density are fully neglected.
Instead, the stick spectra obtained are dressed with
phenomenological broadening, set identical for all valence−
core transitions and constant in time.38 In the following, we
will refer to this level of approximation as the (vertical) energy
gap (at centroid) approximation (EGA).
In this contribution, we develop a protocol which improves

the EGA by incorporating a time- and transition-dependent
analytical signal broadening due to WP width in the valence
states (accurately captured by the quantum dynamics evolution
of the WP) by introducing an energy gap (pseudo)variance
expression whose exact form is rigorously obtained by Taylor
expanding the WP propagator during the t3 time interval. We
refer to this protocol as the energy gap/(pseudo)variance (at
centroid) approximation (EGVA). The performance of this
approach is assessed by comparing X-ray TA spectra obtained
with the LVC/EGVA and LVC/WPO protocols at the carbon
K-edge of pyrene, following the ultrafast (sub-100 fs) S2 → S1
internal conversion (IC) in UV-excited pyrene.31,39−43

2. METHODS
2.1. Quantum Chemistry of Core Excitations. The

required information for the simulation of X-ray pump−probe
spectra within the LVC model includes state energies and
gradients, as well as transition dipole moments (TDMs)
between electronic states of different manifolds (see Figure
2a). The RASSCF/RASPT2 parametrization of the LVC
model including the seven lowest valence-excited states has
been described elsewhere.31 The core-excited states were
calculated following the protocol documented in ref 44. The
high-lying core-excited states were directly obtained at the
RASSCF level by putting one core orbital at a time in an
orbital subspace (RAS1) and excluding from the configura-
tional space configuration state functions (CFSs) in which it is
doubly occupied (by means of the HEXS keyword); moreover,
we avoided possible rotations of the core orbital out of the
active space (by means of the SUPSYM keyword), which
might occur as the RASSCF optimizer will favor their
substitution with “higher-lying” inactive valence orbitals (to
describe lower-lying valence-excited states), paying the price of
freezing the considered core orbital in its SCF shape. Their
energy was corrected by applying the multistate version of
RASPT2 (with the FROZEN = 0 option).
Specifically, due to the D2h symmetry of pyrene in its

ground-state minimum, one only needs to consider core
excitations from the five nonequivalent carbon centers (see
Section S1 of the Supporting Information for the pyrene
structure and the five carbon centers): for each of them, a 15-
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state RASSCF/RASPT2 calculation was performed putting the
corresponding 1s core orbital in RAS1, resulting in a total of 75
core-excited states. The rationale behind this choice is based
on the spectral window we decided to simulate (the pre-edge
region between 275 and 285 eV, which is expected to be less
congested with respect to the region above the carbon IP
energy, which lies at about 290 eV), making the computation
of additional higher-lying core-excited states not relevant. The
core-excited manifold was computed with Cs symmetry: this
allows us to describe the relaxation effect that involves the
valence orbitals upon core excitation, with a considerable
electron density redistribution on the top of the created core-
hole and a consequent stabilization of the core-excited state
energies. Solutions that exactly respect the D2h symmetry
would not be capable of describing this orbital localization
effect. Moreover, in pyrene, most of the equivalent
(isoenergetic) cores lie in distant parts of the molecule,
making their overlap negligible and any possible delocalization
effect not relevant in this specific case. Within the Cs symmetry,
all π and π* orbitals belong to the a″ irreducible
representation, while core orbitals belong to a′. The low-
lying valence states of ππ* nature will therefore be of A′
symmetry, while the core-to-π* excited states will be of A″
symmetry. The lower symmetry makes impracticable compu-
tations with the extended active space (i.e., full-π augmented
with a set of virtual orbitals) reported in our previous study of
the valence manifold (ref 31); therefore, it was reduced to the
(full-π) 16 frontier π and π* orbitals (16 electrons, with
maximum four excitations), plus the carbon 1s orbital bearing
two additional electrons [with maximum one excitation; the
final active space will be labeled as RAS(1,1|4,8|4,8)].
Moreover, the high number of core-excited states and the
increased cost of RASPT2 without frozen orbitals make the
calculation of RASPT2 gradients (either numerical or
analytical) unfeasible; therefore, we relied on RASSCF
gradients for these states.
In order to compute TDMs between valence and core states,

they all have to be obtained at the same level of theory (active
space size and composition); therefore, their calculation was
repeated as outlined above, keeping the desired core orbital in
RAS1 but including CSFs with doubly occupied core orbitals
in the configurational space (i.e., not employing the HEXS
keyword).
In passing, we note that a similar procedure can be

employed to compute core-ionized states, required for
simulating X-ray photoelectron spectroscopy (XPS) and
time-resolved XPS (TR-XPS) spectra. In that case, instead of
TDMs, one could evaluate Dyson orbital norms as the
approximate ionization cross-section. The protocol is detailed
in ref 44.
All electronic structure calculations were performed with

OpenMolcas45−47 using the generally contracted relativistic
atomic natural orbital basis set (ANO-RCC48 with 4s3p2d and
2s1p contraction for C and H atoms, respectively) and
applying Cholesky decomposition in the calculation of two-
electron integrals. In all RASPT2 calculations, the imaginary
shift was set to 0.2 au and the IP/EA shift to zero.
Quantum dynamical propagation of vibronic WPs was

performed with the MCTDH method as implemented in the
code Quantics.49 We adopted a primitive basis set of Hermite
DVR functions and a multiset formulation for the single
particle functions (SPFs) which make it easier to project the
part of the WP residing on a specific valence state e to a

specific core-excited state c. As for the integrator section, we
used a constant mean field approach, a Bulirsch−Stoer
extrapolation integrator for SPFs, and a short iterative Lanczos
for the multiconfigurational A coefficients.22

2.2. Spectroscopy Simulations. By leveraging the time-
scale separation between core-excited state lifetime (from sub-
fs to a few fs) and electronic-state transfer/vibrational motion
of the nuclei (with hydrogen bonds exhibiting the shortest
vibrational period of about 10 fs), we now derive the
approximate energy-gap/energy-gap variance expressions for
the evaluation of first- and third-order response functions,
required for the simulation of linear and TA spectroscopy. The
basic derivation steps are reported here; additional details are
provided in the Supporting Information.
2.2.1. System Hamiltonian and Wave Functions. The

molecular Hamiltonian is given by

= + +
{ }

H E H a a U e e( )
a

a a
e e

ee
, ,

(ad)

(1)

where a runs over three manifolds of electronic states: the
ground-state manifold (that typically only contains a single
GS state, g), the manifold in which the nonadiabatic
dynamics occurs, and the manifold of the core-excited states
probed by the X-ray probe pulse; Ea

(ad) is the adiabatic energy
of the electronic state a. Ha and Uee represent the dependence
over the nuclear coordinates, and in the LVC model
(employing dimensionless coordinates) they read

= = +

= +

= =

H H T V

T Q d

U U Q

1
2

( )

a
m

a m
m

m a m

m
m m m a m

ee
m

ee m
m

ee m m

, ,

,
2

, ,
(2)

where m runs over the normal modes (accounted for in the
LVC model), a denotes a generic state of the three manifolds,
while g, e/e′, and c denote states that belong to the , , and
manifolds, respectively. Tm is the kinetic energy operator along
mode m,a and the potential energy surface (PES) term Va m, is
given by a displaced harmonic oscillator (DHO) potential,
whose displacement for the electronic state a and along the
given mode m is given by da,m.

b We further assume that all
electronic states a have the same set of normal modes and
frequencies (generally computed for the ground state g).
Without loss of generality, we assume dg,m = 0 ∀ m, so that

=

= = +

V Q

V Q d V Q d

1
2
1
2

( )

g m m m

c m m m c m g m c m m m c m

,
2

, ,
2

, , ,

(3)

where Qm is the normal mode coordinate of mode m, dc,m is the
displacement (along mode m) of the c state PES with respect
to the ground state PES, and = d( )c m m c m,

1
2 ,

2 is the
reorganization energy of state c along mode m (see Figure 1).

Uee promotes the nonadiabatic dynamics between electronic
states of the manifold. By leveraging on the time-scale
separation between the extremely short core-excited-state
lifetime and the longer population-transfer time, the term Uee
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can be neglected during core excitations. For the same reason,
we neglect the nonadiabatic coupling between electronic states
of the manifold. We will consider projections of the
Hamiltonian in eq 2 onto various electronic state manifolds,
i.e.,

= +

= + +

= +

H E H g g

H E H e e U e e

H E H c c

( )

( )

( )

g g

e
e e

e e
ee

c
c c

(ad)

(ad)

(ad)

(4)

We assume that electronic states belonging to different
manifolds are coupled only via dipole interactions (i.e., only
the external electromagnetic field can promote a change of
manifold),c which in the Condon approximation is given by

= + + +g e g c e c h c. .
e

ge
c

gc
e c

ec
, (5)

It is useful here to define some projections of the dipole
moment onto specific manifolds, i.e.,

= =

= =

= =

†

†

†

g e

g c

e c

;

;

;

e
ge

c
gc

ec
ec

(6)

By following the steps of ref 1, the molecular wave function
at a given time t is defined as

=
{ }

Q q t q Q t Q( , , ) ( ; ) ( , )
a

a a
, , (7)

where t Q( , )a represents the nuclear WP evolving on the a-
th electronic state q Q( ; )a and q denotes the electronic
degrees of freedom. By employing a diabatic formulation, the
electronic wave function becomes (ideally) independent of the
nuc l e a r coo rd ina t e s . Moreove r , t he cond i t i on

Q q t Q q t( , , ) ( , , ) = 1 holds at all times t. The

electronic wave function q( )a is conveniently denoted as
g , e and c for states in the three manifolds; hereafter, we
will drop the explicit coordinate dependence, so that

=
{ }

t a t( ) ( )
a

a
, , (8)

Finally, in what follows, we will use the notation a → b in
the subscript of the nuclear WP to denote the transfer process
that occurs between the two electronic states a and b; more
precisely, t( )a b corresponds to that f raction of the nuclear
WP initially prepared in a at t = 0, that is found in b at time t.
This means that at each time, t( )b = t( )a a b , which is
the sum over all the WPs that, initially prepared in various
electronic states a at time t = 0, evolved driven by the
nonadiabatic dynamics along t, and now contribute to shaping
the WP of state b at time t.
2.2.2. Linear Spectra: X-ray Absorption Spectroscopy/XPS.

The first-order response function within a QD formulation,
employing the WPO approach and without making any
assumption besides the Condon approximation, is given by
(being interested in the X-ray response, we only consider
transitions to states and neglect those to ones)1

i
k
jjj y

{
zzz=R t i t t t( ) ( ) ( ) ( ) e

c c
gc cg g c c

t
WPO
(1)

,

/2 c

(9)

where e t/2 c is an exponential decay factor that accounts for
the finite-core excited-state lifetime τc (here assumed to be
identical for all the states in the manifold),d which quickly
eliminates the g−c′ coherence; t t( ) ( )g c c is the g−c′
nuclear WP overlap at time t. Note that in general both the
Gaussian and exponential decay factors can be considered: the
second accounts for the finite lifetime, the first, e.g., for the
static disorder that could also contribute to the overall spectral
broadening.
Assuming the c state lifetime to be shorter than the time-

scale of the population transfer in the manifold allows us to
neglect c → c′ transfer process; this means that the dynamics
on each initially populated c state is purely adiabatic and
unaffected by the other states. The double summation in eq 9
reduces to a single summation over the states in the
manifold, and we obtain

i
k
jjj y

{
zzz=* *R t i t t t( ) ( ) ( ) ( ) e

c
gc cg g c

t
WPO
(1) /2 c

(10)

The * symbol in the WPO* subscript implies that we have
assumed that transfer is slow compared to the lifetime,e so that
one can consider an adiabatic dynamics that remains in the
given state c for all t times (as indicated by the symbol c*). In
what follows for brevity, we set ℏ = 1.
The nuclear overlap factor *t t( ) ( )g c can be rewritten as

= =

= |

*
+ + +

+

t t( ) ( ) (0) e e (0)

e (0) e e (0)

g c g
i E H t i E H t

c

i t

m
g m

iH t iH t
c m

( ) ( )

, ,

g g c c

gc g m c m

(ad) (ad)

(ad)
, ,

(11)

where =gc
E(ad) gc

(ad)

, with ΔEgc
(ad) being the adiabatic

transition energy between states g and c (that in the DHO

Figure 1. Schematic representation of the potentials Vg,m and Vc,m
along a given mode m, the displacement dc,m, the vertical energy gap
ℏωgc, the reorganization energy λc,m, the GS and ES WPs (|χg(t)⟩ and
|χc(t)⟩, reported here for t = 0), and the energy-gap standard deviation
σgc,m.
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model corresponds to the 0−0 energy), and the propagators of
the bra and ket WPs appear. Let us focus on one mode, m. At
zero temperature, the GS WP is prepared in the lowest
vibrational level of each mode; furthermore, by assuming
impulsive interactions with the external electromagnetic field,
we have | (0)c ,m = | (0)g ,m = vm,0 , with |vm,0⟩ being the
lowest GS vibrational eigenstate along mode m. This means
that the laser field creates an exact copy of the GS WP in the
ES. =H v vg m m m,0 ,0 ,0 , with =m,0 2

m and is the m-th mode
frequency. Considering all of that, we get

=*
+t t v v( ) ( ) e e eg c

i t

m

i t
m

iH t
m,0 ,0

gc m c m
(ad)

,0 ,

(12)

There exist different approaches to evaluate the propagator
of eq 11, both time-independent (expand the WPs in terms of
the Hartree product of Harmonic basis functions) and time-
dependent (compute the overlap explicitly, via a QD simulation,
explored in ref 1 in the more general case of nonadiabatic
dynamics, i.e., when the c → c′ transfer could happen). In the
present case of adiabatic dynamics, one may write analytical
expressions for eq 12 which are exact.50,51 These various
approaches are summarized in Section S2 of the Supporting
Information.
Even if an analytical evaluation of eq 12 is possible, we

nonetheless consider a different approach, which is the focus of
the present work and set the steps that will be followed in the
TA case, where complete analytical expressions are not
available (some derivations are reported in Section S2 of the
Supporting Information). Let us define two quantities, the
average energy of the projected GS WP onto the ES well
(along mode m), Hc g m, , and the energy-gap variance between
states g and c, σgc;m

2 . These read, respectively, as

= = +H v H vc g m m c m m c m, ,0 ,0 ,0 , (13)

and

= = =v H H v d( )
1
2

( )gc m m c c g m m m c m m c m;
2

,0 ,
2

,0
2

,
2

,

(14)

where these equalities, which hold for the DHO model, admit
straightforward generalization to analytical expressions that
also include Duschinsky and temperature effects.
Let us go back to the overlap expression of eq 12. By adding

and subtracting Hc g m, to Hc m, in the exponent, we get

=

=

+ v v

v v

e e e

e e

i t i H t
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i H H t
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,0
( )
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,0
( )

,0
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,0 , , ,

, , , (15)

Let us now expand the exponential operator in the overlap
term in a Taylor series, obtaining

=

+

= +

= +

v v v i H H t

H H t v

t t

t

e 1 ( )
1
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( ) ...
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2 2
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2 2
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(16)

At this point, we invoke the time-scale separation between
vibrational motions on the (core-)excited state and its lifetime:
we assume the c state lifetime to be shorter than the fastest
(spectroscopically relevant) vibration in the system. This
allows us to truncate the expansion to second order for short t.
Equation 16 is then equal to the expansion of a Gaussian to the
second order, so that

=v v te 1
1
2

... em
i H H t

m gc m
t

,0
( )

,0 ;
2 2 1

2c m c g m gc m, , ;
2 2

(17)

Putting all the pieces together finally gives

| *t t( ) ( ) e eg m c m
i t t

, ,

1
2c m gc m, ;

2 2

(18)

which is valid in the assumption of time-scale separation
between vibrations and the c state lifetime.
Considering all N modes and following the same steps

detailed above for a single mode m, one obtains an
approximate expression for *R t( )WPO

(1) in terms of the vertical
energy gap and the energy-gap variance, i.e.,

i
k
jjj y

{
zzz=*R t R t i t( ) ( ) ( ) e

c
gc cg

i t t t
WPO
(1)

EGVA
(1) 1

2 /2gc gc c
2 2

(19)

where the subscript EGVA denotes the energy-gap/energy-gap
variance approximation, ωgc = ωgc

(ad) + ∑mλc,m is the vertical
energy-gap frequency, and ςgc

2 = ∑mσgc;m
2 is the total variance,

i.e., the sum of variances along all modes.
We already noted that an analytical expression for *R t( )WPO

(1)

can be written in terms of line shape functions.50 In the
adopted notation, this reads

i
k
jjj y

{
zzz=*R t i t( ) ( ) e

c
gc cg

i t g t t
WPO
(1) ( ) /2gc cc c

(ad)

(20)

where gab(t) is the so-called line shape function (whose
expression is given in Section S3 of the Supporting
Information). Interestingly, the same result of eq 19 can be
derived by a second-order Taylor expansion of the line shape
function, obtaining g t i t t( )cc c gc

1
2

2 2 (see the Supporting
Information).
In eq 19, all the pieces required for the linear absorption

spectrum in the energy gap/energy-gap variance limit become
apparent: the center of the transition (the first momentum of
the spectrum) is determined by the vertical energy gap ωgc,
while the broadening (the second momentum of the
spectrum) is given by the WP energy width term e tgc

1
2

2 2
.

The lifetime term e t/2 c further contributes to the line shape.
By Fourier transformation of eq 19 along the time t, one get a
so-called Voigt line shape profile. The Voigt profile is
symmetric; thus, the derived expressions are not able to
describe the asymmetry of the vibronic spectra. This follows
from truncating the Taylor series at the second order, i.e., by
computing the spectrum employing only its first two moments
only. The band asymmetry indeed depends on the higher
spectrum moments. Interestingly, the manipulations we have
performed are closely related to those introduced to achieve a
semiclassical approximation of the LA spectrum,50,52,53 and the
first two moments are the only two that can be evaluated
exactly in such a framework (if the Franck−Condon
approximation holds), whereas fully QD approaches are
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mandatory to compute accurately higher-order moments of the
spectrum.52

While closing this section, we remark the fact that even
taking into account Duschinsky mixings and temperature
effects it is possible to derive analytical expressions both for the
energy gap and the energy-gap variance52,54,55 as well as for the
full correlation function (see, e.g., eq 10) whose Fourier
transform gives the LA spectrum.53,56,57

In the Results and Discussion section, we will compare X-ray
absorption spectroscopy (XAS) spectra obtained with the
WPO* expression (eq 10), the approximated EGVA
expression (eq 19), and the EGA expression, which completely
neglects the broadening induced by the WP width and is
obtained truncating the WP overlap Taylor series to the first
order in t.
2.2.3. Nonlinear Spectra: TR-XAS/TR-XPS. We consider a

TR-XAS experiment, in which the pump pulse (in the vis/UV
spectral region) excites the system in the valence manifold of
states (at t = 0), and after a time interval t2 an X-ray probe
pulse further excites the system into the core-excited manifold
of states . Note that everything applies very similarly also to
TR-XPS, for which the manifold should include core-ionized
states instead of core-excited states.
By following similar steps to those that led from eq 10 to eq

19, we now derive the approximate expression for the
nonlinear (third-order) response. The main difference is that
the WP that is projected (impulsively) by the probe pulse from
the to the manifold, is no more the cold GS WP: it is
rather the QD (nonadiabatically) evolved WP along t2.
The third-order response function reads

=

=+ | | +

| |

+

+

R t t( , )

(0) e e e (0) e

(0) e e e (0) e

g
iH t t iH t iH t

g
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g
iH t t iH t iH t

g
t

WPO
(3)

3 2

( ) /2

( ) /2

c

c

2 3 3 2 3

2 3 3 2 3

(21)

In writing eq 21, we have removed the common (i/
ℏ)3θ(t2)θ(t3) prefactor and we have expressed both Hamil-
tonian and dipole operators as acting in/between specific
manifolds. Note that only the ground-state bleaching (GSB,
first term) and the excited-state absorption (ESA, second
term) contributions are reported in eq 21, as no stimulated
emission is possible in this vis/UV pump−X-ray probe setup.
The Feynman diagrams for the GSB and ESA contributions are
drawn in Figure 2.
We now express the response function equations in a form

that naturally captures the resulting effect of the t2 quantum
dynamics without splitting all the pathways over the initial
conditions, which is un-necessary. In order to do so, we
incorporate the initial dipole−moment interaction in the wave
function, so that

= | =

= |

e

e

(0) (0) (0)

(0)

g
e

eg
e

e
e

(22)

where =(0) (0) /e eg e , with = ( )e ge
2 being

a normalization factor to keep the wave function norm equal to
1; due to the impulsive nature of the laser field, we have that

= |(0) (0)e g , as previously specified. μge
ϵ = μge·ϵ, with ϵ

being the pump-pulse field polarization. Note that the μ
symbol over e is used to keep track of the fact that the WP
is prepared in various PESs according to the field−matter
interaction. We then rewrite eq 21 as follows

=

=+ +

R t t

t t

t t

( , )

( ) ( ) e

( ) e e ( ) e

e
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c c
gc cg g c c
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2 2
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c

c

3

3 3 3
(23)

The GSB contribution closely resembles the first-order
contribution presented in the previous section and therefore
needs no further discussion. The ESA contribution, instead,
requires that the WP, prepared at time t2 = 0 in (a given
electronic state, or in a linear combination of electronic states
in) the manifold, has evolved along t2. We thus focus on this
latter contribution, labeled as RWPO

(3)ESA(t3,t2).
Let us take a closer look at the t2 evolved (0) wave

function

= =

= =

= [ ]=

=

t

e

e t

e t

( ) e (0)

e (0)

( )

( )

iH t

iH t

e
e

e e
e e

e
e

2

2

2

2

2

(24)

Notice that in the last step the effect of the sum over all the
initial states e is captured by the f inal amplitudes/WPs in
each electronic state e , i.e., t( )e 2 . The idea here is that
the propagation of a wave function prepared in along t2 will
remain in but will reshuffle the initially prepared WP, as
dictated by the nonadiabatic dynamics, so that every
contribution that was on e at time 0 can be redistributed
among all other members e of along t2, and the final wave
function can therefore be written as =t e t( ) ( )e e2 2 .
See Figure 3 for a pictorial representation of this process.
The ESA contribution to the WPO third-order response

therefore reads

Figure 2. (a) Schematic of the electronic state manifolds and allowed
transitions (pump: dashed arrow; probe: full arrows). (b) Feynman
diagram for the GSB contribution. (c) Feynman diagram for the ESA
contribution in which the initial conditions are implicitly accounted
for in Ψ. In (c), the gray area highlights the fact that t( )2 is
unpacked in its contributions, and then the various μec transitions and
the subsequent |c⟩⟨e′| coherences are considered.
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(25)

where we employ a notation that keeps track of the history of
the WP: the bra side evolved on the manifold for the full t2 +
t3 time interval, while the ket side first evolved in the
manifold along t2 was projected into the manifold and thus
evolved again in state c along t3.

f

By invoking the time-scale separation between the lifetime of
the c state (τc, fast) and transfer (slow), transfer along t3 can be
neglected (what we referred to as the WPO* level of theory),
and therefore an electronic state (in whatever manifold) will
not change along this time interval. The ESA contribution to
eq 23 therefore becomes
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(26)

where the * symbol indicates that we have invoked the above-
mentioned time scale separation, for which the dynamics of a
WP on a given electronic state is driven only by the
Hamiltonian of such state (i.e., =Uee 0 in this time interval).

We have also made use of the fact that the WP on the state c
are identical to those of e′ at t3 = 0.
To implement the energy-gap approximation, we rewrite eq

26 by splitting population and coherence contributions (i.e.,
terms for which the bra and ket WPs are identical or different,
respectively), obtaining

=

= +

*R t t

t t

t t

( , )

e ( ) e e ( ) e

e ( ) e e ( ) e

e c
ec ce

i t
e

iH t iH t
e

t

e e c
ec ce

i t
e

iH t iH t
e

t

WPO
(3)ESA

3 2

,
2 2

/2

,
2 2

/2

ec e c c

ec e c c

(ad)
3 3 3 3

(ad)
3 3 3 3

(27)

We now consider a normalized nuclear WP at each time t2,
i.e., = /e e e e .g The square of the normalization
factor has a simple physical interpretation: it gives the
probability to find the WP in a given electronic state e, i.e.,
it is the population of the electronic state e, hereafter referred to
as ρe(t2). Therefore, we have
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We next turn to the bracket term. Let us again consider a
single mode m; also, we here derived the population
contribution (e = e′): a similar derivation for the coherence
contribution (e ≠ e′) is reported in Section S5 of the
Supporting Information.
First, we perform a similar trick previously done, by

i n t r o d u c i n g =H t H t( ) ( )e t e m e e m, 2 , 22
a n d

=H t H t( ) ( )c t e m c e m, 2 , 22
,h where the t2 subscript high-

lights the fact that these quantities depend on t2 (i.e., on the
shape of the WPs on the e PESs, just before projecting it onto

states); we then rewrite the exponential operators as

=

=

+ + +e e e

e e e

iH t i H t i H H t

iH t i H H t i H t
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( )

e e t e e t

c c c t c t

3 2 3 2 3

3 2 3 2 3 (29)

The constant exponential terms can be moved outside of the
bracket; we then perform the Taylor expansion of the
exponentials within the ⟨···⟩ symbol, retaining only second-
order terms in t3, which is justified when the separation of time
scales between the fast lifetime slow vibrations is invoked.

+e ei H H t i H H t( ) ( )e e t c c t2 3 2 3 is then replaced by

Figure 3. Schematic representation of the WF evolution in the
manifold under the action of the Hamiltonian Ĥ that contains
nonadiabatic coupling terms between the electronic states e. In the
example reported in the figure, the wave function is initially prepared
in the electronic state e2 (i.e., ce d2

(0) = 1, while all the other amplitudes
are set to zero).
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where in the derivation we have employed the fact that
| =t t t( ) ( ) 1e e2 2 2. This is not the case for the coherence

contribution. One would be tempted to rewrite the term in
front of t32 as the matrix element of the e−c energy-gap variance
computed on the t2 evolved WP on both e and e′ PESs, which
is given by
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Nonetheless, this is not the same result reported in eq 30, as
[ ]H H, 0e c , i.e., the two operators do not commute. Therefore,
the t32 term in square brackets in eq 30 does not simplify to the
energy gap variance, and we will refer to it as the pseudo-
variance t( )ec m,

2
2 (where the t2 dependence is made explicit),

given by
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The commutator term of the pseudovariance turns out to be a
purely imaginary t2 dependent term, here called i2Ξec,m(t2),
which we demonstrate to be the expectation value of the
nuclear momentum along the m-th mode (see Section S4 of
the Supporting Information for a derivation of such term).
Following the same step performed for the linear response
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The population term of the ESA response function in the
EGVA approximation, taking into account all N modes,
therefore reads

= +R t t( , ) e
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In the last expression, the relevant terms to be computed are
t h e t 2 - d e p e n d e n t e n e r g y - g a p f r e q u e n c y

= +t H H( ) ( )ec ec c t e t2
(ad)

2 2
, the variances ςec

2(t2),
which are the sums of all the (t2 dependent) ec-energy-gap
variances along the N modes, and the Ξec(t2) = ∑mΞec,m(t2)
term, that acts as a linear chirp term along t3. Notice that
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implying that the energy-gap expectation value can be
evaluated as the difference of the two potential energies
computed at Q m e t, 2

, where =Q t Q t( ) ( )m e t e m m e m, , 2 , 22
is

the centroid of the WP on state e along mode m. Similarly, the
t2-dependent energy-gap variance can be recast in terms of the
Q̂ and Q

2
matrix elements of the WP on state e, i.e.,
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and the WP coordinate variance now shows up.
Moreover, we have

=t d d P( )
1
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, , , 2
(37)

where Pm e t, 2
is the expectation value of the momentum

operator along mode m (see Section S4 of the Supporting
Information). The complete pseudovariance expression there-
fore reads
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A clear physical interpretation of the obtained quantities can
be drawn: V Q V Q( ) ( )c e t e e t, ,2 2

is the vibrational contribu-
tion to the energy-gap between the c and e PESs evaluated at
the WP centroid and ωec(t2) gives simply the vertical energy-
gap frequency computed for each time t2 (at the WP centroid).
As prescribed by eq 36, the energy-gap variance can be
obtained through the WP variance along each nuclear
coordinate Qm.
To summarize, the EGVA expression of the third-order

response, reported in eq 34, allows all quantities to be obtained
from a QD only along the t2 time (i.e., without running QD
and WP overlap evaluation along t3).

3. RESULTS AND DISCUSSION
In this section, we compare linear and nonlinear spectroscopy
simulations of the pyrene molecule in the X-ray window,
obtained by employing the LVC/WPO* and LVC/EGVA
approaches. Comparison with LVC/WPO is also considered to
assess the impact of neglecting the nonadiabatic dynamics in
the short-limit time-scale dictated by τc.
An LVC model Hamiltonian of pyrene, parametrized via ab

initio CASSCF/CASPT2 inputs, was employed as a bench-
mark. The lowest 7 excited singlet states were considered in
the manifold, accounting for the dipole moments coupling to
the GS, and the nonadiabatic coupling between them. We have
considered the internal conversion processes taking place after
photoexcitation to the first bright state (S2), that mainly
involve the transition to the lower dark S1 state. The other
electronic states serve as mediators of the energy-transfer
process, as shown by our previous studies.31 Our model was
used to run quantum dynamics on pyrene along several nuclear
coordinates with the MCTDH method.1,31 In order to speed
ease the computation of the WP overlaps along the
simulations, we used MCTDH and restricted the number of
nuclear DOFs to 15 out of a total of 49 that were included in
the original ML-MCTDH dynamics,31 see ref 1 for details on
DOF selection.i

First, we report, for a restricted number of transitions (i.e.,
the brightest ones) the comparison of WPO* and EGVA XAS
spectra (obtained as the Fourier transform of the first-order
response functions; see expressions reported in eq 39). The
total XAS spectrum (that accounts for contributions from all
75 g → c transitions, with c ) is also reported at the EGVA
level. We then discuss the results and the appropriateness of
the EGVA approximation. In particular, we assessed the quality
of the XAS spectra in the EGVA limit for different τc’s, and for

high- and low-frequency vibrational modes (this last study is
reported in Section S6 of the Supporting Information). One
expects the EGVA approach to be optimal for short lifetimes
(for which the second-order truncation of the overlap Taylor
expansion is justified) and for low vibrational frequencies (the
lower the mode frequency, the longer the mode period, the
better justified the time-scale separation between the lifetime
and vibrational motion of the WP).

Figure 4. (a) XAS spectrum for the 11 brightest g → c transitions: EGVA spectrum (red line) and exact spectrum (blue line). (b) Total XAS
spectrum for the full set of 75 g → c transitions, computed only at the EGVA level. In both plots, the stick spectrum is also reported (black bars),
and τc is set to 3 fs.

Figure 5. Comparison of carbon K-edge XAS spectra obtained via
WPO* (black line), EGVA approximation (green line), and EGA,
which simply sets the WP overlap to 1 (red line) and thus gives a
Lorentzian line width to the considered transition. Different lifetime
values τc (in fs) are considered: as expected, the shorter the lifetime,
the higher the quality of the EGVA approximation. Accounting for the
overlap via the energy-gap variance greatly improves the spectrum
with respect to just setting the overlap term to 1 (EGA). For the
considered transition, the vertical energy gap is 284.7 eV, and the
energy-gap variance is ςgc

2 = 0.026 eV2.
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We then compare the WPO* and EGVA nonlinear
(transient absorption) spectra (by Fourier transformation
along the time t3 of the third-order responses reported in eq
40). Note that no coherence ESA contributions need to be
computed for pyrene, which simplifies the calculations. Two
levels of theory could be considered: the complete EGVA
approach, which accounts for the pseudovariance in the
response function expressions and for which one needs to
evaluate the purely imaginary term i2Ξec(t2) along the t2
quantum dynamics, and the reduced rEGVA approach, which
sets to zero the commutator term and thus only requires
computing the (standard) energy-gap variance along the t2
quantum dynamics. We also examined the accuracy of the
approximation of neglecting population transfer in the
manifold along t3, i.e., when the probe creates a
coherence, by comparing the WPO and WPO* TA spectra.
3.1. Linear Absorption XAS Spectrum. We first rewrite

the two expressions for the first-order response function, i.e.,
WPO* and EGVA. While we already highlighted that, in the
approximation of neglecting nonadiabatic dynamics, an
analytical expression for R(1)(t) can be written,50 here we
formulate the linear WPO* response function in terms of the
time-dependent WP overlap to remain consistent with the
definition of the nonlinear response discussed in the next
section. Thus, we have
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3.1.1. WPO* versus EGVA Linear Absorption. Figure 4a
compares the XAS spectrum computed at both levels of theory
for the 11 brightest transitions (vertical energy gaps, TDMs,
and variances of these transitions are reported in Section S9 of
the Supporting Information). The core-excited-state lifetime
was set to τc = 3 fs for all states (while we also report results
with longer lifetimes, τc = 5 and τc = 7 fs, in Section S7 of the
Supporting Information).
The WPO* spectrum is quite accurately reproduced by the

EGVA approach with minor differences that can be ascribed to
the inability of the EGVA to describe the band asymmetry and
possible vibronic side bands.

The total spectrum (comprising 75 transitions) is reported
in Figure 4b. Note that, in the high-energy region of the
spectrum, a large number of low-intensity transitions
accumulate and form an additional shoulder centered at
289.5 eV. We should also note that experimental XAS spectra
(not yet available) would also include transitions to quasi/
bound and unbound states in the continuum, resulting in a
broad and unstructured contribution to the spectrum rising
around the carbon K-edge ionization potential. These are not
accounted for here.
3.1.2. WPO* versus EGVA Linear Spectra at Various τc’s.

Figure 5 compares the WPO*, the EGVA, and the EGA
spectra for the g → c1 transition, for different τc’s. The EGVA
spectrum has a Voigt line shape (Fourier transform of
REGVA
(1) (t)), while the EGA one possesses a Lorentzian profile

(which is what is obtained when setting the WP overlap term
to 1, or, equivalently, when truncating the Taylor expansion to
the first order in t). We note that the EGA/Lorentzian
spectrum is always narrower than the other two; the EGVA/
Voigt spectrum is much more accurate in capturing the band as
a whole and compares well with the WPO* spectrum: indeed,
WPO* and EGVA spectra have the same variance. Note also
that, as expected, both EGA and EGVA approaches miss the
asymmetry of the WPO* band, as both the Lorentzian and
Voigt line shapes are symmetric. It is interesting to note how
even for the very short lifetimes expected for X-rays, including
the variance in the spectrum, greatly improves the line shape
with respect to the EGA approach, which means that
vibrational broadening is of the same order or larger than
the (homogeneous) lifetime broadening already at τc ∼ 2 or 3
fs.
The WPO*/EGVA linear spectra for high- and low-

frequency vibrational modes are reported in the Supporting
Information (Section S6).
3.1.3. EGVA Transition Width. In closing this section, we

show the extent of the variability of the standard deviation ςgc
(in eV) for the 75 considered g transitions. In Figure 6, we
reported the histogram of the ςgc values, employing a binning
size of 0.01 eV. The average ςgc is at about 0.13 eV with

Figure 6. Histogram of ςgc values for the 75 g transitions that
builds the XAS spectrum. The binning size was set to 0.01 eV; the
vertical red bar indicates the average ςgc value of about 0.13 eV.

Figure 7. Intensities from products of dipoles for various transient
absorption contributions (μac μca′, with a and a′ being equal to g, S1
and/or S2). GSB (core excitations from g) are depicted in violet; ESA
(population) contributions from S1 are depicted in green; ESA
(population) contributions from S2 (less intense than the former) are
depicted in cyan; ESA (coherence) contributions that involve both S1
and S2 are depicted in orange. Note that the spectra are dominated by
population contributions: coherence ESA contributions are therefore
neglected. The symbols *, ◦, and § denote the transitions (from g, S1,
and S2, respectively) that have been selected for the evaluation of the
spectra via the overlap method.
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variations between 0.06 and 0.23 eV (which, would it be the
only contribution to the broadening would correspond to a
band full width at half-maximum of about 0.14 and 0.54 eV,
respectively). We note that assigning the same phenomeno-
logical broadening to all the transitions would deteriorate the
spectrum shape, especially when states of very different nature
are present in the spectrum (as, e.g., 1s → π* and 1s → σ*
transitions). Figure S11 of the Supporting Information shows
the comparison of total XAS obtained employing the
calculated ςgc

2 values and a constant ςgc
2 value (set to the

average of all the calculated variances). As expected, the
spectrum obtained by employing a constant variance value
tends to smooth out some spectral features. This is particularly
relevant in TA, where ESA signals may arise from a few
relatively isolated bright transitions, therefore showing
significant differences if computed with their own variance or
a constant phenomenological value.
3.2. Transient Absorption. In the previous section, we

tested the quality of the EGVA approximation for the static
XAS spectrum. We now turn to transient spectroscopy: having
the possibility of avoiding the t3 propagation of the WP in the

+ manifolds and to compute the t3-dependent overlap,
while still accounting for the nonadiabatic dynamics during t2

evolution of the wave function at the quantum dynamics level,
is the main goal of our approach which exploits the EGVA
approximation.
For pyrene transient absorption (TR-XAS), we consider the

S2 → S1 internal conversion process: the pump is assumed to
be resonant only to the bright S2 state (and the system initial
state�after the pump interaction�is | = |(0) (0) SS g g 22

).

Moreover, pyrene has no core-excited states c that are
simultaneously dipole-coupled to both S2 and S1 (see Figure
7): therefore, the coherence term of eq 28 can be dropped
which results in the following working equations
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Figure 8. Comparison of WPO* (lef t) and rEGVA (right) TA spectra for the brightest transitions. The total spectrum and various
contributions (GSB, ESA from S1, and ESA from S2) are shown. The core-excited-state lifetime is set to τc = 3 fs.
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In both formulations, the first term is the GSB term (which
again in the WPO* formulation can be evaluated analytically)
and the second is the ESA term. Moreover, for simplicity, we
have removed the common (i/ℏ)3θ(t2)θ(t3) factor, as well as
the common normalization factor.
To assess the validity of the approximation, we compare

results for the WPO and WPO* expressions, which explicitly
compute the overlap, with the equations obtained employing
the energy-gap/energy-gap variance approximation without
computing the commutator term, a level of theory that we refer
to as reduced EGVA or rEGVA. The states were selected by a
brightness criterion. A total of 28 core-excited states have been
considered: 11 dipole coupled to g, 12 dipole coupled to S1,
and 6 dipole coupled to S2 vertical energy gaps, and TDMs are
given in the Supporting Information (Section S9).
Figure 8 shows the WPO* and rEGVA TA spectra. The

agreement is good, even though the standard variance has been
used instead of the prescribed pseudovariance. This suggests
that in the present system neglecting the purely imaginary term
iΞec(t2) does not significantly affect the results. Note that the
energy-gap variation along t2 captures the oscillatory behavior
of the signals along the detection frequency axis at different t2
times. The GSB signal covers almost half of the considered
window. Nonetheless, the spectrum shows a background-free
region around 280−283 eV in which the dying out of the S2 →
c signals and the concomitant growing of the S1 → c ones are
clearly observed; therefore, these signals can be used to follow
the photoinduced dynamics on the manifold.
To assess the impact of neglecting nonadiabatic dynamics

along t3, in Figure 9, we compare WPO and WPO* TA
spectra. The main difference between the two approach is that
in WPO one does not switch off the nonadiabatic coupling in
the manifold along t3. Interestingly, as noted in ref 1, the
nonadiabatic dynamics along t3 affects the shape of the WP on
the S2 surface, so that ESA signals from S2 experience a slight
blue shift and a clear enhancement of the band broadening. At

variance, the WPO S1 ESA signals are completely reproduced
at the WPO* level.
To get additional insight, in Figure 10, we study cuts of the

WPO, WPO* and rEGVA TA spectra for two transitions
(namely, S2 → c30, which appears on the low-energy side of the
spectrum, and S1 → c1, on the high-energy side of the
spectrum) at selected t2 times: t2 = 0 fs (where all the
population is on S2), t2 = 25 and 100 fs (where the population
is split between S2 and S1), and t2 = 200 fs (where most of the
population eventually accumulates on S1). A few relevant
observations are as follows: as expected, the S2 → c30 ESA
diminishes with time, while the S1 → c1 ESA grows, which
mirrors the population dynamics; WPO and WPO* can
assume an asymmetric line shape with vibronic side bands,
while rEGVA (as well as EGVA) miss these finer details;
finally, the impact of the nonadiabatic dynamics along t3 is
clearly assessed by comparing WPO and WPO* cuts of the S2
→ c30 ESA signal which is considerably broader at the WPO
level.
Figure 11 shows the rEGVA TA map computed by including

all of the transitions obtained from quantum chemistry
calculations (and not just the brightest ones). The spectrum
closely resembles the total spectrum in Figure 8.
To conclude, we note that the (reduced) 15-mode model

considered here, which was fine-tuned to describe the
dynamics in the manifold, might have left-out modes that
are relevant to describe the spectroscopy of the core-excited
states, such as strongly displaced modes along some of the
states. Therefore, spectroscopy simulations of a full-mode
model might show some differences, with the left-out modes
possibly contributing to the additional broadening/vibronic
structure of the transitions. This is clearly illustrated in Section
S10 of the Supporting Information, where we compare the g →
c1 linear absorption spectrum in the reduced (15 modes) and
the full-mode model. To overcome this issue, we mention that
a strategy that mixes numerical QD propagation along a
restricted number of modes with analytical evaluation of the

Figure 9. Comparison of selected WPO* (lef t) and WPO (right) ESA contributions in the TA. In WPO*, population transfer is assumed to occur
on longer time scales than the core-excited-state lifetime (here set to τ = 3 fs) and therefore the nonadiabatic dynamics in the manifold is
switched off along the t3 time. The WPO level of theory considers population transfer in the at all times. Only slight deviations are noted in the S2
ESA signals (with WPO signals generally broader than the WPO* ones and with a slight blue shift of the former signal with respect to the latter
level of theory), while an extremely accurate reproduction is shown for S1 ESA.
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remaining (spectroscopically relevant) modes has been recently
reported in ref 58.

4. CONCLUSIONS
An efficient approach to simulate nonlinear X-ray spectroscopy
has been demonstrated. Approximate expressions that exploit
the accuracy of quantum dynamics along the interpulse waiting
time t2 while taking advantage of the extremely short lifetime of
core-excited/ionized states along the detection time t3 were
derived by means of Taylor expanding the WP propagator in
time and truncating at the second order. The approximation is
physically motivated by the time-scale separation between
states’ lifetime τc, which is assumed to be shorter than any
other relevant dynamics time scale (i.e., that of electronic
population dynamics and that of nuclear vibrational motion).
This allows omission of explicit propagation of the WP on both
the valence- and core-excited states manifold along t3 as done
in the exact protocol termed WPO. The obtained expressions
require computing a few relevant quantities only along the t2
dynamics in the manifold of valence-excited states: the energy
gap at the centroid of the evolving WP and the energy-gap
pseudovariance (EGVA) or standard variance (rEGVA, or
reduced EGVA). Our protocol positions itself between the
EGA, which neglects the energy-gap variance, and the exact
WPO protocols, as it incorporates a higher degree of physical
detail than EGA without significant additional computational
demand (essentially requiring a QD simulation only in the
manifold of valence states) but is unable to recover finer details
such as asymmetrical broadening and vibronic structures seen
in WPO simulations which can be only recovered by
considering terms beyond the quadratic in the Taylor
expansion, with an increase of the computational cost.

We presented XAS and TR-XAS for the ultrafast S2 → S1
internal conversion in pyrene at both the LVC/WPO and
approximate LVC/rEGVA levels of theory, showing excellent
agreement that validates the approximation underlying the
rEGVA. The limits of the time-scale separation and, thus the
validity of the rEVGA, were explored by analyzing the
dependence of the spectral line shapes on the core-excited
state lifetimes τc, as well as on the mode frequencies. Following
the validation of the approximation, complete TR-XAS at the
carbon K-edge was simulated at the LVC/rEGVA level,
thereby incorporating into the Hamiltonian nearly 100 core-
excited states. The spectra reveal signatures of the S2
disappearing with t2 accompanied by emerging signatures of
the S1 state accumulating the excited-state population in a
background free spectral window between 280 and 284 eV.

Figure 10. Comparison of TA cuts at selected t2 times and for different values of τc. Only two transitions (ESA) are considered: S2 → c30 (on the
left-hand side of the spectrum) and S1 → c1 (on the right-hand side of the spectrum). WPO, WPO*, and rEGVA levels of theory are depicted with
red, black, and green curves, respectively. Note that we reported the ESA signal multiplied by −1.

Figure 11. TA spectrum obtained at the rEGVA level, considering all
the transitions from the valence-excited states (g, S1, and S2) to all of
the core-excited states (c1−c75). Only population contributions have
been computed. τc = 3 fs.
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The signals are modulated by oscillatory features due to the
coherent vibrational motion in the excited states. Despite not
having an experimental counterpart, we are confident that the
simulated spectra will agree with future TR-XAS experiments,
which will be the ultimate validation of separating the time
scales on which core-excited states decay and nuclei move for
the purpose of accelerating simulations in the X-ray regime.
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■ ADDITIONAL NOTES
aIn dimensionless coordinates, it reads =T Pm m m

1
2

2
, with Pm

being the momentum operator along the mth coordinate.
bNote that such da,m displacements can be obtained either at
the Franck−Condon geometry (simply computing the a-th
state gradient, which, along the given mode m, is given by
−ωmda,m) or via an excited-state geometry optimization. Here,
we employ the (computationally cheaper) first approach. The
two results are equivalent only when the surfaces are perfectly
harmonic and obey the DHO model.
cIf, on the time scale of interest, the process that brings an
excited electronic state back to the ground electronic state is
relevant, one may add a term in the Hamiltonian that couples
these two manifolds.
dNote that one could in principle consider different τc values
for dissociative and nondissociative core-excited states.
eNote that the WPO* first-order response function of eq 10 can
be evaluated analytically by means of line shape functions.1
fNote that the most general formulation would also consider
the c → c′ transfer process. We still assume that accounting for
such a process is immaterial as, in the dense manifold of core-
excited states, the nonadiabatic dynamics is fast, and its effect
can be accounted for by further shortening the lifetime term τc.
gNote that such a procedure is correct only when ⟨χe

μ|χe
μ⟩ ≠ 0.

At early times, for dark states, this might not be the case.
hNote that we simplify the notation: it is understood that the
⟨···⟩ symbol refers to that specific matrix element; using a
similar but more elaborate notation, one could have specified
that by writing H t( )a bc m, 2 , with a = b or c. Since this is clear
from the context, we will use the simpler notation.
iEven though the total number of pyrene normal modes is 72,
for symmetry reasons, 23 of them have zero coupling and
gradient, so that only 49 are required.
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Ĥe, Ĥc

]
;

• The coherence R(3)ESA
WPO∗ (t3, t2) term in the EGVA approximation;
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S1 Active spaces for core-excited states

C1C2

C3C4

C5

Figure s1: Labeling of the five types of C atoms (multiplicity: 2 for C1 and C2, 4 for C3-C5)
identified in the S0 minimum of pyrene (D2h point group).

RAS2

RAS3

Figure s2: π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC calculation
of the valence excited states (e manifold). For each carbon atom type identified in Figure s1
the active space was completed by putting the corresponding 1s orbital in RAS1.
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Figure s3: 1s (RAS1), π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC
calculation of the core excited states associated with carbon atom type C1 (see labels in
Figure s1).
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Figure s4: 1s (RAS1), π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC
calculation of the core excited states associated with carbon atom type C2 (see labels in
Figure s1).
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Figure s5: 1s (RAS1), π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC
calculation of the core excited states associated with carbon atom type C3 (see labels in
Figure s1).

S6



Figure s6: 1s (RAS1), π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC
calculation of the core excited states associated with carbon atom type C4 (see labels in
Figure s1).
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Figure s7: 1s (RAS1), π (RAS2) and π∗ (RAS3) orbitals used for the RASSCF/ANO-RCC
calculation of the core excited states associated with carbon atom type C5 (see labels in
Figure s1).
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S2 Different approaches to simulate the LA spectrum

We seek to evaluate the time-dependent overlap term given by

〈χg(t)| χc ∗(t)〉 = 〈χg(0)| e+iĤgte−iĤct |χc(0)〉 (S1)

where the ∗ indicates that the ket WP will evolve adiabatically on the potential energy

surface of the state c (i.e., it will stay on the electronic state onto which it was projected at

time t = 0).

S2.1 Time-independent approach

We introduce the eigenstates of Ĥg and Ĥc, which are the vibrational states of the two wells.

We refer to the GS vibrational eigenstates as |vm,i〉 (where the index m denotes the mode,

and the index i denotes the vibrational level on that mode), and the excited state eigenstates

as |um,i〉. Therefore

Ĥg |vm,i〉 = εm,i |vm,i〉 (S2)

Ĥc |um,i〉 = εm,i |um,i〉 (S3)

εm,i is the vibrational energy of state |vm,i〉 (and |um,i〉), i.e. εm,k = 1
2
~ωm + k~ωm. One can

jump from the GS vibrational basis to the ES vibrational basis by a simple basis transfor-

mation, given by:

|vm,i〉 =
∑
j

〈um,j|vm,i〉 |um,j〉 (S4)

Therefore, for our single mode m, we have |χg,m(0)〉 = |χc,m(0)〉 = |vm,0〉 (where we have

also added the subscript m to the GS and ES WP to specify that this part of the WP is

along mode m; the complete WP is the Hartree product |χg(0)〉 =
∏

m |χg,m(0)〉).1

1From this it follows that the overlap may be factorized into a product of contributions of each mode,
since the total Hamiltonian can be written as a sum of commuting mode-specific Hamiltonians.
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We can now return to our original problem, which is to derive an expression for the

overlap term as a function of t (again in absence of transport). We first recast the overlap

in the form:

〈χg,m(0)| e+iĤgte−iĤct |χc,m(0)〉 = 〈vm,0| e+iĤgte−iĤct |vm,0〉 = e+i
εm,0

~ t 〈vm,0| e−iĤct |vm,0〉 (S5)

where in the last step we employed the fact that |vm,0〉 is an eigenstate of Ĥg, and ωm
2

= εm,0
~ .

The problem then turns into the evaluation of 〈vm,0| e−iĤct |vm,0〉.

We can now expand the bra and ket sides in terms vibrational eigenstates of the ES well,

which gives:

〈vm,0| e−iĤct |vm,0〉 =
∑
jk

〈vm,0|um,j〉 〈um,j|e−iĤct|um,k〉 〈um,k|vm,0〉

=
∑
k

| 〈vm,0|um,k〉 |2e−i
εm,k

~ t (S6)

where in the last step we took advantage of the orthogonality of the vibrational states of

the ES. Note that the Franck-Condon factor, | 〈vm,0|um,k〉 |2 appears in the expression. We

finally get a weighted sum of imaginary exponentials, where each exponential oscillates with

the frequency of the respective vibrational state, and is weighted by the projection of the

initial GS WP onto the ES set of vibrational states.

S2.2 Time-dependent (WPO) approach

In Ref. 1 we explored how the time-dependent overlap can be computed explicitly via a QD

simulation. This involves propagating the two wave-packets on the g and c surfaces, and

computing their overlap at regular time intervals (which are set by the fastest time-scale

considered). The interested reader can refer to Ref. 1 for additional details.
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S2.3 Lineshape functions approach

Mukamel et al. have shown how, in absence of transport (i.e., when the dynamics is adia-

batic), this overlap term can be computed analytically. Briefly, one expresses the ES potential

in terms of the GS one, rewrites the expression in terms of time-ordered exponential, ex-

pand to second-order (the so-called cumulant expansion) and obtain the energy fluctuation

autocorrelation functions, spectral density, and eventually the line-shape functions.2,3

Note that an approach that combines explicit WP overlap calculations along some modes,

with analytical expressions via cumulant expansion has been recently demonstrated in Ref.

4.

S2.4 Energy-gap/Energy-gap variance approach

The main equations are reported in the main text. Here we provide additional details.

Definition of energy-gap and energy-gap variance

〈Ĥc〉g,m = 〈vm,0|Ĥc|vm,0〉 =

= 〈vm,0|T̂ + V̂c|vm,0〉 =

= 〈vm,0|T̂ + V̂g + λc,m − ωmQ̂mdc,m|vm,0〉

= 〈vm,0|Ĥg|vm,0〉+ λc,m − ωmdc,m 〈vm,0|Q̂m|vm,0〉

= εm,0 + λc,m

(S7)

where 〈vm,0|Q̂m|vm,0〉 (the centroid of the initial WP) is null. By adding the adiabatic g − c

energy gap, ∆E
(ad)
gc to this expression, one obtains:

〈Ĥc〉g,m + ∆E(ad)
gc = (∆E(ad)

gc + λc,m) + εm,0 = ∆Egc + εm,0 (S8)

where ∆Egc is the vertical transition, which summed with the zero point energy εm,0 gives

the first moment of the spectrum.
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σ2
gc;m = 〈vm,0|(Ĥc − 〈Ĥc〉g,m)2|vm,0〉 =

= 〈vm,0|
(
T̂ + V̂g + λc,m − ωmQ̂mdc,m

)2
|vm,0〉 − (εm,0 + λc,m)2 =

= ω2
m (dc,m)2 〈Q̂2

m〉g,m =

=
1

2
ω2
m (dc,m)2 =

= ωmλc,m

(S9)

where in the last equality we made use of the fact that 〈Q̂2
m〉g,m = 1/2 (in dimensionless

coordinates). σ2
gc;m is easily recognized as the energy-gap variance: in fact,

σ2
gc;m = 〈vm,0|(Ĥc − 〈Ĥc〉g,m)2|vm,0〉 =

= 〈vm,0|
([
Ĥc + ∆E(ad)

gc

]
−
[
〈Ĥc〉g,m + ∆E(ad)

gc

])2
|vm,0〉

(S10)

would is the (vertical) energy-gap variance.

WP overlap: from one mode, to all modes

〈χg(t)|χc(t)〉 = e−iω
(ad)
gc t

∏
m

〈χg,m(0)|e+iĤg,mte−iĤc,mt|χc,m(0)〉 ∼

∼ e−iω
(ad)
gc t

∏
m

e−iλc,mte−
1
2
σ2
gc;mt

2

=

= e−iω
(ad)
gc t

∏
m

e−iλc,mt
∏
m

e−
1
2
σ2
gc;mt

2

=

= e−iω
(ad)
gc te−i

∑
m λc,mte−

1
2

∑
m σ2

gc;mt
2

=

= e−i(ω
(ad)
gc +λc)t− 1

2
ς2gct

2

=

= e−iωgct−
1
2
ς2gct

2

(S11)

where λc =
∑

m λc,m is the total reorganization energy, ωgc = ω
(ad)
gc +λc is the vertical energy

gap, and ς2gc =
∑

m σ
2
gc;m is the total variance, i.e., the sum of the variances along all modes.
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Voigt line-shape profile

Eq. 19 in the main text gives the EGVA response function, from which the spectrum can

be obtained by Fourier transformation. Since the Fourier transform of a Gaussian and a

decaying exponential gives, respectively, a Gaussian and a Lorentzian function, we obtain

the following expression for the linear spectrum:

S
(1)
EGV A(Ω) ∝

∑
c

µgcµcg Ggc(Ω− ωgc) ∗ Lgc(Ω) (S12)

where
Lgc(Ω) =

2τc
(2τcΩ)2 + 1

Ggc(Ω− ωgc) = exp

[
−(Ω− ωgc)2

2ς2gc

] (S13)

and the symbol ∗ indicates the convolution giving rise to the Voigt line-shape profile.
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S3 Lineshape functions second order Taylor expansion

The lineshape function gab(t), involved in all expressions, reads

gab(t) =
1

2

∑
m

da,mdb,m

[
coth

(
~ωm
2kBT

)
(1− cos (ωmt)) + i sin (ωmt)

]
(S14)

In the zero temperature limit the term coth ~ωm
2kBT

≈ 1, so that the above expression simplifies

to

gab(t) =
1

2

∑
m

da,mdb,m [1− cos (ωmt) + i sin (ωmt)] (S15)

The line-shape functions are integral transformation of the autocorrelation function de-

scribing the undamped oscillatory dynamics on the m-th normal mode harmonic potential

with frequency ωm and relative displacement with respect to the ground state equilibrium

da,m and db,m in the a-th and b-th electronic state, respectively.2

S3.1 First-order response

The response function of the linear absorption involves gcc(t), i.e.

gcc(t) =
1

2

∑
m

d2c,m [1− cos (ωmt) + i sin (ωmt)] (S16)

The second order Taylor expansion of gcc(t) reads

gcc(t) ∼
∑
m

[
i
1

2
ωmd

2
c,mt−

1

2

(
1

2
ω2
md

2
c,m

)
t2
]

=

= i
∑
m

λc,mt−
1

2

∑
m

σ2
gc,mt

2 =

= iλct−
1

2
ς2gct

2

(S17)

which exactly matches what we have found in the main text.
2In the present formulation of the line shape function, the reorganization energy λe,m in the e-th electronic

state is merged in the phase function.
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S3.2 Third-order response

Let us now consider the second order Taylor expansion of the (exact) third-order response

lineshape function expression for the ESA contribution, to demonstrate that this is equivalent

to the one obtained in the main text in the case of adiabatic dynamics.

Under the assumption of adiabatic dynamics, the response function can be expressed as2,3

R(3)ESA(t3, t2) =−
∑
e,c

µecµceρe(t2)e
−i(ω(ad)

ec −i/2τc)t3+ϕece(0,t2,t2+t3,0)

−
∑
e 6=e′,c

µecµce′e
−i(ω(ad)

ee′ −i/2τee′ )t2−i(ωec−i/2τc)t3+ϕe′ce(0,t2,t2+t3,0)
(S18)

where the ESA contribution has been separated for population (e = e′ during t2) and coher-

ence (e = e′ during t2) evolution. ϕcba(τ4, τ3, τ2, τ1) are the multidimensional phase-functions

encoding the time-dependent overlaps of wave-packets moving on different adiabatic surfaces.

These are given by:

ϕcba(τ4, τ3, τ2, τ1) =− gcc(τ43)− gbb(τ32)− gaa(τ21)

− gcb(τ42) + gcb(τ43) + gcb(τ32)

− gca(τ41) + gca(τ42) + gca(τ31)− gca(τ32)

− gba(τ31) + gba(τ32) + gba(τ21)

(S19)

where τij = τi − τj.

Applied to the population ESA the phase function reads

ϕece(0, t2, t2 + t3, 0) = 2gec(t3)− gee(t3)− gcc(t3) + 2= [gec(t2)− gee(t2)+

−gec(t2 + t3) + gee(t2 + t3)]

(S20)
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Inserting the expression for the line-shape function gab(t) one obtains

ϕece(0, t2, t2 + t3, 0) =
∑
m

(i sin (ωmt2) (de,mdc,m − de,mde,m)− i sin (ωm(t2 + t3)) (de,mdc,m − de,mde,m)

−1

2
(1− cos (ωmt3) + i sin (ωmt3)) (de,m − dc,m)2

)
(S21)

We now apply the short time approximation with respect to t3 in eq. S21, i.e., we consider

the second order Taylor expansion of the phase function, obtaining

ϕece(0, t2, t2 + t3, 0) ∼
∑
m

(
iωm

[
− cos (ωmt2) (de,mdc,m − de,mde,m) +

1

2
(de,m − dc,m)2

]
t3

+
1

2
iω2

m

[
sin (ωmt2) (de,mdc,m − de,mde,m) +

1

2
i (de,m − dc,m)2

]
t23

)
(S22)

where the t2 dependent first term of eq. S21 is cancelled by the zeroth order term in the

Taylor expansion of the t2 + t3 dependent term.

At this point we can compare, order by order in t3, the expressions for R(3)ESA(t3, t2)

obtained here with those derived in the main text (eq. 40). The t3 dependent term in

eq. S22 should be compared with −i
(
〈Ĥc〉t2 − 〈Ĥe〉t2

)
t3 (main text, eq. 35). Indeed, by

expressing the reorganization energy in terms of the displacements, and by considering that

in the case of adiabatic dynamics the centroid of the nuclear wave-packet evolves along a

classical trajectory, for which 〈Qm〉e,t2 = de,m − de,m cos (ωmt2), we obtain

−i
(
〈Ĥc〉t2 − 〈Ĥe〉t2

)
t3 =

∑
m

iωm

[
−1

2
(dc,mdc,m − de,mde,m) + 〈Qm〉t2 (dc,m − de,m)

]
t3

=
∑
m

iωm

[
− cos (ωmt2) (de,mdc,m − de,mde,m) +

1

2
(de,m − dc,m)2

]
t3

(S23)

The t23 dependent term in eq. S22, instead, can be obtained from the energy gap pseudo-

variance ς̃2ec(t2) = ς2ec(t2) + i2Ξec(t2). We rewrite ς2ec(t2) in terms of the WP position operator

variance (main text, eq. 36), and express i2Ξec(t2) as the commutator 〈
[
T̂m, Q̂m

]
〉
t2

(see
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next Section), so that

−1

2
ς̃2ec(t2)t

2
3 =

∑
m

−1

2

[
ωm 〈

[
T̂m, Q̂m

]
〉
t2

(dc,m − de,m) + ω2
m (dc,m − de,m)2

(
〈Q̂2

m〉e,t2 − 〈Q̂m〉
2

e,t2

)]
t23

=
∑
m

1

2
iω2

m

[
sin (ωmt2) (de,mdc,m − de,mde,m)− 1

2
i (dc,m − de.m)2

]
t23

(S24)

where we have made use of the fact that

〈
[
T̂m, Q̂m

]
〉
t2

= 〈
[
Ĥe, Q̂m

]
〉
t2

= i
d 〈Q̂m〉e,t2

dt
= −iωmde,m sin (ωmt2) (S25)

and the last step again follows from the assumed adiabatic dynamics, that gives an analytical

expression for the time dependence of the WP centroid. Moreover, we also made use of the

fact that the position operator variance of the adiabatically evolving wave-packet is constant,

i.e.,

〈Q̂2
m〉e,t2 − 〈Q̂m〉

2

e,t2
= 1/2 (S26)

An analytical expression for the linear chirp Ξec(t2) term is thus obtained, in the assump-

tion that the system always follows an adiabatic dynamics

Ξec(t2) =
1

2
ω2
mde,m sin (ωmt2) (dc,m − de,m) =

=
1

2
ω2
m 〈Pm〉e,t2 (dc,m − de,m)

(S27)

where 〈Pm〉e,t2 = de,m sin(ωt2) is the expectation value of the momentum operator in dimen-

sionless coordinates.
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S4 The commutator
[
Ĥe, Ĥc

]
Let us first rewrite Ĥc,m as Ĥc,m = Ĥe,m + 1

2
ωm (de,m − dc,m)2 − ωmde,m (de,m − dc,m) +

ωmQ̂m (de,m − dc,m), so that
[
Ĥe,m, Ĥc,m

]
simplifies to ωm (de,m − dc,m)

[
T̂m, Q̂m

]
. Therefore,

for the population contribution, we have

〈χe,m(t2)|
[
Ĥe,m, Ĥc,m

]
|χe,m(t2)〉 =

∑
m

ωm(de,m − dc,m) 〈χe,m(t2)|
[
T̂m, Q̂m

]
|χe,m(t2)〉 =

=
∑
m

ωm(de,m − dc,m) 〈χe,m(t2)|
[
−ωm

2

∂2

∂Q2
m

, Q̂m

]
|χe,m(t2)〉 =

= −
∑
m

ω2
m(de,m − dc,m) 〈χe,m(t2)|

∂

∂Qm

|χe,m(t2)〉 =

= −i
∑
m

ω2
m(de,m − dc,m) 〈P̂m〉e,t2

(S28)

where 〈P̂m〉t2 is the expectation value of the momentum operator.
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S5 R
(3)ESA
WPO∗ (t3, t2) coherence term in the EGVA approach

In what follows we consider the coherence term of theR(3)ESA
WPO∗ (t3, t2), labled here asR(3)ESA,coh

WPO∗ (t3, t2),

aimed at deriving the corresponding EGVA expression. First, we start from eq. 28 of the

main text, which gives

R
(3)ESA,coh
WPO∗ (t3, t2) =−Nµ

∑
e6=e′,c

√
ρe(t2)ρe′(t2)µecµce′e

−iω(ad)
ec t3 〈χ̄µe (t2)| eiĤet3e−iĤct3 |χ̄µe′(t2)〉 e

−t3/2τc

(S29)

A significant difference with respect to the R(3)ESA,pop
WPO∗ (t3, t2) term, is that the overlap between

the bra and ket (normalized) wave-packet is not equal to 1. In fact

〈χ̄µe (t2)|χ̄µe′(t2)〉 =


1 if e = e′

〈1〉t2 ∈ C if e 6= e′
(S30)

where 〈1〉t2 is a generic t2 function which can assume whatever value between -1 and 1.

Let us focus on the t3 wave-packet overlap 〈χ̄µe (t2)| eiĤet3e−iĤct3 |χ̄µe′(t2)〉. Following similar

steps to those shown in the main text for the corresponding population term, we get

eiĤet3 = e
i
〈Ĥe〉t2
〈1〉t2

t3e
i

(
Ĥe−

〈Ĥe〉t2
〈1〉t2

)
t3

e−iĤct3 = e
−i(Ĥc−

〈Ĥc〉t2
〈1〉t2

)t3e
−i 〈Ĥc〉t2〈1〉t2

t3

(S31)

where we have introduced the matrix element 〈Ĥa〉t2 = 〈χ̄µe (t2)| Ĥa |χ̄µe′(t2)〉 (with a ∈ E , C)

weighted by the time dependent overlap 〈1〉t2 = 〈χ̄µe (t2)|χ̄µe′(t2)〉. The need of this weighting

factor will become apparent later.3

3Note that 〈1〉t2 can in principle be also equal to zero. This can happen when: at least one of the two
electronic states e and e′ is not populated; the bra and ket WP reside in completely different regions of the
coordinate space, and the overlap is therefore null. In both cases one can safely consider the full S29 term
to be null, and thus avoiding considering the derivation that follows. Thus, for such derivation, we assume
〈1〉t2 6= 0.
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We thus rewrite the wave function overlap of eq. S29 as:

e
−i (〈Ĥc〉t2−〈Ĥe〉t2)〈1〉t2

t3 〈e
i

(
Ĥe−

〈Ĥe〉t2
〈1〉t2

)
t3
e
−i
(
Ĥc−

〈Ĥc〉t2
〈1〉t2

)
t3〉t2 (S32)

where we have have adopted the same notation of the main paper in which 〈· · ·〉 is used

to highlight the matrix element: 〈χ̄µe (t2)| · · · |χ̄µe′(t2)〉. When the maximum value assumed

by t3 is very small (short time approximation) the propagator in the last equation is well

approximated by the it’s second order Taylor expansion in t3. This leads to:

〈1 + i

(
Ĥe −

〈Ĥe〉t2
〈1〉t2

)
t3 −

1

2

(
Ĥe −

〈Ĥe〉t2
〈1〉t2

)2

t23

×
×

1− i

(
Ĥc −

〈Ĥc〉t2
〈1〉t2

)
t3 −

1

2

(
Ĥc −

〈Ĥc〉t2
〈1〉t2

)2

t23

〉 =

= 〈1〉t2 −
1

2

〈(Ĥe −
〈Ĥe〉t2
〈1〉t2

)2

〉+ 〈

(
Ĥc −

〈Ĥc〉t2
〈1〉t2

)2

〉−

−2 〈

(
Ĥe −

〈Ĥe〉t2
〈1〉t2

)(
Ĥc −

〈Ĥc〉t2
〈1〉t2

)
〉

]
t23 =

= 〈1〉t2 −
1

2
〈

[(
Ĥe − Ĥc

)
−

(
〈Ĥe〉t2 − 〈Ĥc〉t2

〈1〉t2

)]2
〉 t23 −

1

2
〈
[
Ĥe, Ĥc

]
〉 t23

(S33)

where first order term in t3 have been canceled thanks to the 〈1〉t2 weighting factor. At

this point, one would be tempted to express the the t23 dependent terms in analogy to the

expression derived for the population contribution of the response function. To do so, we

define the following quantities:

σ2
ee′c,m(t2) = 〈

[(
Ĥe − Ĥc

)
−

(
〈Ĥe〉t2 − 〈Ĥc〉t2

〈1〉t2

)]2
〉 (S34)

where the subscript ee′c denotes the fact that this term is computed on the ee′ coherence,

and to the final state accessed via the interaction with the probe pulse is c. σ2
ee′c,m(t2) is the
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equivalent of the variance defined for the ESA population term, and we similarly define the

equivalent of the pseudovariance as

σ̃2
ee′c,m(t2) = σ2

ee′c,m(t2) + 〈
[
Ĥe,m, Ĥc,m

]
〉 (S35)

At this point, by noticing that:

〈1〉t2

(
1−

σ̃2
ee′c,m(t2)

2 〈1〉t2
t23

)
∼ 〈1〉t2 e

−
σ̃2
ee′c,m(t2)

2〈1〉t2
t23 (S36)

the overlap of equation S29 can be finally rewritten as:

〈χ̄µe (t2)| eiĤet3e−iĤct3 |χ̄µe′(t2)〉 = 〈1〉t2 e
−i 〈Ĥc〉t2−〈Ĥe〉t2〈1〉t2

t3−
σ̃2
ee′c,m(t2)

2〈1〉t2
t23 (S37)

which is reminescent of the similar expression obtained for the ESA population term, even if

much more involved. Interestingly, if the WP overlap approaches zero, the signal converges

to zero. This highlights the fact that the ESA signal of the coherence can contribute to the

total spectra only when a significant overlap between the e and e′ WP is observed.
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S6 WPO∗ vs EGVA LA: high and low frequency modes
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Figure s8: Comparison of the EGVA (dashed black line) and analytical LA spectra for
a simple model system with the excited state c coupled to a single vibrational mode of
frequency ωm and displacement dm. ωm ranges between 0.04 eV and 0.16 eV. The excited
state lifetime is set to τc = 3 fs. Note how the EGVA approximation improves for lower mode
frequencies. Note also that at larger displacements, a quasi-symmetric shape of the spectrum
is recovered, which improves the quality of the EGVA approximation also for higher mode
frequencies.

In order to assess the quality of the EGVA approximation for high- and low-frequency

modes, we built a simple model system with two dipole-coupled electronic states, g and c,

with the latter coupled to a single mode, m, with frequency ωm and displacement (with

respect to the ground state minimum) dm. The mode frequency was varied between 0.04

and 0.16 eV, which correspond to a mode period of ca. 103 and 26 fs, respectively.4 We

show spectra with both τc = 3 and τc = 5 fs.

The rationale behind this analysis is the following: since the EGVA approximation is

based on the time scale separation between core-excited state lifetime (supposed short) and

period of the vibrations (supposed longer), the lower the mode frequency, the better the

quality of the EGVA approximation should be. Indeed, within the g − c coherence lifetime

(whose Fourier transform gives rise to the -linear- spectrum) the system does not present any

significant motion of the WP along the low-frequency modes (which might not be strictly

true for high frequency modes).
4Note that in generic molecular systems the highest frequency modes are C − H, N − H and O − H

stretching, with frequencies of about 3000 cm−1, i.e., ∼0.4 eV. We choose not to consider such extremely
high frequencies here as these modes do not typically affect the spectra (i.e., the various electronic state
PESs are not displaced along these modes).
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Figure s9: Comparison of the EG (dashed black line) and analytical LA spectra for a simple
model system with the excited state c coupled to a single vibrational mode of frequency
ωm and displacement dm. The excited state lifetime is set to τc = 5 fs. Note how the EG
approximation improves for lower mode frequencies. Note also that at larger displacements,
a quasi-symmetric shape of the spectrum is recovered, which improves the quality of the EG
approximation also for higher mode frequencies. The frequency values are reported in eV.

The results are shown in Figure s8 and s9 for three gradient values, ωmdm. Note that,

for a given gradient value, the EGVA spectrum is independent on the mode frequency. As

expected, for ωm = 0.04 and 0.08 eV, the EGVA linear spectrum is on top of the exact one;

ωm = 0.12 eV (i.e., a period of 34 fs) is nicely reproduced, while significant deviations in

the spectral shape are observed for ωm = 0.16 eV. In particular, the EGVA approximation

in unable to reproduce the asymmetry of the spectral shape and the vibronic peaks. Inter-

estingly, for large displacements, whereby a large number of high-energy vibrational states

are active, the band-shape symmetry is recovered, and the quality of the EGVA spectra

improves at higher mode frequencies. A similar analysis is reported in Figure s9, employing

a lifetime τc = 5 fs. The differences between the EGVA and the exact spectra are indeed

more prominent.
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S7 WPO∗ vs EGVA LA at various values of τc

Figure s10 shows the comparison of the XAS spectrum from the 11 brightest g → C tran-

sitions, for various values of τc: 3, 5 and 7 fs. In the main text we presented results that

always employ τc = 3 fs. It is clear that τc = 7 fs represent a limit of extremely high vibronic

resolution: since we are not explicitly accounting for static disorder, choosing such a large

τc value gives spectra that are unrealistically resolved.
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Figure s10: Comparison of WPO∗ (blue curve) and EGVA (red curve) XAS spectra setting
τc to a) 3 fs, b) 5 fs and c) 7 fs.
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S8 EGVA XAS spectrum: variable vs constant variance
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Figure s11: Comparison of total XAS spectra obtained at the EGVA level of theory, employ-
ing: the calculated ς2gc value (red curve), and a constant ς2gc value, set to the average of the
variances values, i.e., to 0.019 eV2. Note that the latter tends to smooth out some spectral
features. τc = 3 fs (left) and 5 fs (right).
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S9 Energy gaps, energy-gap variances and TDMs

Table S1: Energy gap (eV), Energy gap variance (eV2) and TDMs for the 75 g → c transitions
that builds the total pyrene XAS spectrum. First part.

State EG (eV) EGV (eV2) TDM2 (a.u.)
c1 284.69 0.026 3.9×10−03

c2 284.77 0.013 4.0×10−03

c3 285.15 0.029 2.3×10−13

c4 285.20 0.004 1.9×10−03

c5 285.32 0.017 1.2×10−14

c6 285.38 0.017 5.5×10−03

c7 285.47 0.011 3.8×10−04

c8 285.69 0.008 5.4×10−03

c9 285.71 0.034 8.2×10−04

c10 285.83 0.018 2.7×10−03

c11 286.00 0.030 1.1×10−03

c12 286.11 0.006 5.0×10−04

c13 286.14 0.035 1.3×10−04

c14 286.32 0.012 3.2×10−05

c15 286.49 0.008 2.1×10−04

c16 286.62 0.030 1.5×10−03

c17 286.89 0.031 1.3×10−04

c18 286.92 0.004 1.4×10−03

c19 286.95 0.009 4.3×10−16

c20 286.95 0.013 3.0×10−15

c21 287.31 0.017 5.0×10−05

c22 287.42 0.013 2.1×10−04

c23 287.48 0.022 1.3×10−03

c24 287.53 0.018 3.6×10−04

c25 287.69 0.014 3.8×10−04

c26 287.74 0.043 3.8×10−07

c27 287.87 0.018 3.9×10−05

c28 287.90 0.014 7.8×10−05

c29 288.04 0.030 1.1×10−04

c30 288.06 0.020 3.5×10−13
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Table S2: Energy gap (eV), Energy gap variance (eV2) and TDMs for the 75 g → c transitions
that builds the total pyrene XAS spectrum. Second part.

State EG (eV) EGV (eV2) TDM2 (a.u.)
c31 288.12 0.007 3.9×10−06

c32 288.13 0.026 4.1×10−13

c33 288.13 0.011 2.3×10−04

c34 288.15 0.029 5.4×10−05

c35 288.15 0.010 3.1×10−04

c36 288.18 0.039 1.1×10−13

c37 288.40 0.027 3.0×10−16

c38 288.42 0.026 1.6×10−05

c39 288.45 0.013 2.6×10−04

c40 288.58 0.021 1.8×10−08

c41 288.71 0.025 4.6×10−06

c42 288.74 0.010 1.2×10−05

c43 288.75 0.012 9.7×10−05

c44 288.78 0.010 4.8×10−16

c45 288.78 0.054 1.3×10−05

c46 288.82 0.026 1.3×10−04

c47 288.84 0.019 9.1×10−06

c48 288.91 0.015 2.0×10−15

c49 288.93 0.042 2.1×10−06

c50 288.93 0.018 2.3×10−05

c51 288.95 0.007 2.1×10−06

c52 288.98 0.014 5.4×10−05

c53 289.02 0.018 6.5×10−05

c54 289.08 0.032 3.4×10−05

c55 289.10 0.022 4.0×10−04

c56 289.13 0.017 1.3×10−04

c57 289.14 0.026 4.6×10−04

c58 289.19 0.016 4.0×10−05

c59 289.23 0.015 3.5×10−05

c60 289.24 0.054 6.6×10−05
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Table S3: Energy gap (eV), Energy gap variance (eV2) and TDMs for the 75 g → c transitions
that builds the total pyrene XAS spectrum. Third part.

State EG (eV) EGV (eV2) TDM2 (a.u.)
c61 289.26 0.012 1.2×10−04

c62 289.27 0.031 7.6×10−09

c63 289.29 0.006 6.3×10−13

c64 289.32 0.010 7.2×10−13

c65 289.34 0.025 6.0×10−07

c66 289.40 0.018 2.6×10−06

c67 289.42 0.012 2.3×10−13

c68 289.43 0.010 2.6×10−04

c69 289.46 0.023 2.0×10−04

c70 289.47 0.014 5.7×10−05

c71 289.54 0.006 2.5×10−13

c72 289.59 0.016 6.4×10−04

c73 289.65 0.011 8.7×10−05

c74 289.73 0.018 1.2×10−04

c75 289.74 0.005 1.3×10−04
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Table S4: Energy gap (eV), Energy gap variance (eV2) (at t2 = 0 fs) and TDMs for the 28
G/E → C transitions that builds the total pyrene TRXAS spectrum (11 dipole coupled to g,
12 dipole coupled to S1, and 6 dipole coupled to S2). Note that the EGV for the S1 → C
transitions is not reported as, at time 0, the WP does not reside on the S1 state (yet).

In. State Fin. State EG (eV) EGV (eV2) TDM2 (a.u.)
g c1 284.69 0.026 3.9×10−03

g c2 284.77 0.013 4.0×10−03

g c4 285.20 0.004 1.9×10−03

g c6 285.38 0.017 5.5×10−03

g c8 285.69 0.008 5.4×10−03

g c9 285.71 0.034 8.2×10−04

g c10 285.83 0.018 2.7×10−03

g c11 286.00 0.030 1.1×10−03

g c16 286.62 0.030 1.5×10−03

g c18 286.92 0.004 1.4×10−03

g c23 287.48 0.022 1.3×10−03

S1 c3 281.92 - 1.02×10−03

S1 c7 282.23 - 1.27×10−03

S1 c28 284.67 - 1.45×10−03

S1 c29 284.81 - 9.69×10−04

S1 c30 284.83 - 2.03×10−03

S1 c38 285.19 - 1.34×10−03

S1 c48 285.68 - 1.28×10−03

S1 c52 285.75 - 1.21×10−03

S1 c53 285.79 - 1.62×10−03

S1 c63 286.06 - 1.27×10−03

S1 c64 286.09 - 2.25×10−03

S1 c65 286.10 - 1.06×10−03

S2 c1 280.94 0.002 5.67×10−04

S2 c22 283.67 0.001 1.03×10−03

S2 c24 283.78 0.006 7.24×10−04

S2 c49 285.18 0.012 1.06×10−03

S2 c50 285.18 0.019 1.02×10−03

S2 c58 285.44 0.007 1.95×10−03
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S10 Pyrene LA: full mode models vs reduced (15) modes

model

Figure s12 shows the comparison between the g → c1 transition for the full modes pyrene

model comprising 49 normal modes, in red, and the reduced pyrene model comprising 15

normal modes, in blue. The 15 modes were selected to describe the nonadiabatic dynamics

that occur in the E manifold. Interestingly, it turned out that the g → c1 is strongly coupled

along some of the left out modes. A strategy to account for the left out modes via analytical

line-shape functions (while still accounting for the 15 selected modes via the WPO approach)

is described in Ref. 4.
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Figure s12: Comparison of the g → c1 linear absorption spectrum for the 49 modes pyrene
model (red curve) and the 15 modes pyrene model (blue curve). The linear absorption
spectra has been normalized to a common value.
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S11 Response function Fourier transform: technical de-

tails

The valence-to-core transitions cover a range of a few eV, say around 10 eV. This is prob-

lematic when performing the FT. In fact, we have a discrete time step of 0.5 fs, that is going

to produce aliasing of the spectra every ∼10 eV. But now we are precisely in this situation

(one does not encounter such a problem in the UV/Vis window, as in that case the spectrum

is typically only a few eV wide). This requires special attention when performing the FT.

One might reduce the time-step of the quantum dynamics, at the same time increasing the

computational cost of such calculations. We have solved the problem in a different (and more

efficient) way: every transition has its own central frequency. We shift this to 2.5 eV. Then

we make the FT in between 0 and 5 eV (i.e. around the center of the transition, assuming

that 5 eV is a large enough range to cover the full bandwidth of the given transition). After

completing the FT, we recenter and add this chunk of spectrum to the total spectrum in

the right place, i.e. shifting the center from 2.5 eV to the actual central frequency. Since

everything is done in discrete grids, one should take care of the alignment of the grids for

different transitions.
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