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ABSTRACT: We report the development of a novel diagnostic
tool, named wave function overlap tool (WFOT), designed to
evaluate the overlap between wave functions computed at single-
reference [i.e., time-dependent density functional theory or
configuration interaction singles (CIS)] and multireference (i.e.,
CASSCF/CASPT2) electronic structure levels of theory. It relies
on truncating the single- and multireference WFs to CIS-like
expansions spanning the same configurational space and max-
imizing the molecular orbital overlap by means of a unitary
transformation. To demonstrate the functionality of the tool, we
calculate the transient spectrum of acetylacetone by evaluating
excited state absorption signals with multireference quality on top
of single-reference on-the-fly dynamics simulations. Semiautomatic spectra generation is facilitated by interfacing the tool with the
COBRAMM package, which also allows one to use WFOT with several quantum chemistry codes such as Gaussian, NWChem, and
OpenMolcas. Other exciting possibilities for the utilization of the code beyond the simulation of transient absorption spectroscopy
are eventually discussed.

1. INTRODUCTION
In the field of excited state electronic structure calculations, the
class of single-reference (SR) methods offers an immense
computational speed up in comparison to multireference (MR)
methods, often with accuracy comparable to the latter. Linear
response time-dependent density functional theory (LR-
TDDFT)1,2 is arguably the most widespread member of this
class. For example, LR-TDDFT is nowadays routinely employed
for simulating nonadiabatic photoinduced dynamics in the
manifold of valence excited states for systems having tens of
heavy atoms in combination with trajectory-based mixed
quantum-classical dynamics methods such as Tully’s fewest
switches surface hopping (FSSH).3−6 Other SR techniques
include, but are not limited to, the configuration interaction
singles (CIS), the time-dependent Hartree−Fock theory, and
the LR-Tamm−Dancoff approximation (LR-TDA-DFT) to LR-
TDDFT.
The SR methods such as LR-TDDFT have one conceptual

limitation, namely, electronic states with substantial multiple
excitation character (beyond single excitations) cannot be
treated within the linear response formalism. This includes the
case when the usual adiabatic approximation is applied for the
exchange-correlation kernel.7,8 Furthermore, due to the
Brillouin Theorem,9 the potential energy surfaces (PESs) near
conical intersections (CoIn) between the ground state (GS or

S0) and the first excited state (S1) cannot be described with the
SR methods as well.10 States of multiple excitation character
formed from the GS Slater determinant usually have high
energies, making them unacceptable for modeling of UV/vis
photoinduced dynamicsa. Yet, their accurate description is
indispensable for simulating transient absorption spectroscopy
(TAS) where doubly excited states give rise to state-specific
photoinduced absorption (PA) features that are used tomeasure
the time scales of the photoinduced processes. The development
of schemes for incorporating double excitations in the TDDFT
formalism is an active field of research. For example, dressed
TDDFT12−15 has been proposed as a posteriori correction to the
adiabatic approximation of the exchange−correlation kernel.
Other approaches such as multireference spin-flip TDDFT16

and constrained variational methods,17 such as ΔSCF,18 and the
maximum overlap method19−21 rely on an open-shell Slater
determinant as a reference from which desired doubly excited
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states can be created by promoting single electrons. Here,
doubly excited states can be brought within the operational
range of the LR formalism.22 Neither of the above methods has
been yet extensively benchmarked to assess their performance
and generality. Thus, despite ongoing efforts,23−26 a robust and
universally applicable approach for incorporating double
excitations in the TDDFT formalism is still largely missing.
In contrast, electronic configurations characterized by multi-

ple excitations are an integral part of the wave function definition
of multireference methods, which allow treating singly and
multiply excited electronic states on an equal footing. The
complete active space self-consistent field (CASSCF) method
corrected by second-order perturbation theory (CASPT2)�the
CASSCF/CASPT2 protocol and its restricted active space
variation RASSCF/RASPT2, scaling more favorably with the
active space size, are among the most popular methods within
the multireference class. These techniques combine the
variational treatment of a subset of electrons and orbitals�the
active space�with a perturbative treatment of the remaining
bulk. The completeness of PT2-simulated TAS and their
remarkable agreement with experiments have been demon-
strated on several occasions.27−30 However, the unfavorable
exponential scaling of the CASSCF/CASPT2 and RASSCF/
RASPT2 protocols remains detrimental for problems involving
dynamics, limiting their practical application to systems of about
ten heavy atoms and simulations on the sub-ps time scale. In fact,
the list of reported PT2 on-the-fly dynamics simulations is rather
limited. This may be particularly attributed to the absence of
numerically accessible analytical gradients critical for dynamical
simulations, which have become available only recently.28,31−40

Therefore, it is advantageous to leverage the strengths of both
single- and multireference classes of theories: the computational
efficiency of dynamics simulations provided by single-reference
methods and the completeness of the electronic structure
spectrum offered by multireference methods. Achieving this
synergy is not trivial. Even in selected cases where single- and
multireference methods provide comparable descriptions of the
electronic structure within the valence manifold, variations in
the treatment of (dynamic) correlation result in crossings
between adiabatic potential energy surfaces appearing at distinct
regions of the nuclear coordinate space. This leads to amismatch
in the state ordering and inconsistencies in state-mixing along
the dynamics. Reordering the states by only comparing the CI
coefficients of the single- and multireference wave functions is
not only extremely time-consuming but also potentially
detrimental: the two methods rely on different molecular
orbitals (MOs) with distinct spatial extent and energy ordering.
The problem of state mismatch could potentially be addressed
with an automatic tool for mapping the manifolds of the single-
and multireference calculations onto each other.
In this contribution, we present a practical tool for

accomplishing the goal of using side-by-side single- and
multireference methods, a code for computing the overlap
between LR-TDDFT (within LR-TDA-DFT) and CASPT2
wave functions by truncating them to CIS-like expansions
spanning the same configurational space in the postprocessing,
as will be elaborated below. The code allows for the automatic
mapping onto each other of the manifold of TDDFT states
provided by QM codes such as NWChem41−43 and Gaussian,44

and the manifold of PT2 states computed with QM codes such
as OpenMolcas.45,46 The integration of the code in the
COBRAMM package for on-the-fly dynamics and spectroscopy
simulations facilitates the automatized simulation of transient

absorption and photoemission spectra with CASPT2 accuracy
on top of LR-TDA-DFT on-the-fly dynamics. This makes
possible a straightforward generalization to other quantum
chemistry codes and methods.
We showcase the utility of the code using the S2 → S1 internal

conversion (IC) in acetylacetone (AcAc)47−51 as an illustrative
example. Specifically, a swarm of independent of-the-fly
trajectories run with Tully’s FSSH algorithm at the LR-TDA-
DFT level successfully captures the ultrafast nature of the
process. Subsequently, the electronic structure of the valence
manifold is computed up to the ionization limit (ca. 9 eV) at the
CASPT2 level. The wave function overlap (WFO) code is then
used to identify the CASPT2 states on which the LR-TDA-DFT
photoactive state, i.e., the state in which the dynamics reside at
each time step, projects. Finally, the COBRAMMsuite is utilized
to compute the PA features of the photoactive state and to
assemble the TAS.
AcAc has been selected to demonstrate the implementation

for two reasons.

a the nature of the two lowest-lying electronic states, a
bright ππ* and a dark nπ*, allows for an alternative
mapping approach of the LR-TDA-DFT and CASPT2
manifold onto each other, namely, by analyzing the
transition dipole moments (TDM) magnitudes. This
facilitates an independent way to assess the correctness of
the WFO implementation;

b The TA fingerprints of the ππ* and nπ* states are of
predominantly doubly excited nature with configurations
π*2 and nππ*2, respectively. This makes them inaccessible
within the LR-TDA-DFT framework while being
accurately captured at the CASPT2 level.

The paper is structured as follows. In the Methods section, we
outline the procedure for computing the overlap between single-
and multireference WF (generalized to different basis sets) and
the functionality of the code as an independent unit and as a part
of COBRAMM. In the Results section, we first show illustrative
examples of the LR-TDA-DFT to CASPT2 mapping based on
AcAc on-the-fly trajectories. Next, we document the complete
TAS for the S2 → S1 IC process. Finally, in the Conclusion, we
discuss exciting possibilities for adapting the code to
applications beyond the simulation of TAS.

2. METHODS
One of the most interesting applications of the presented tool is
to simulate transient spectroscopy with multireference methods
such as CASPT2 on top of on-the-fly nonadiabatic mixed
quantum-classical trajectories simulated at a single-reference
level of theory such as LR-TDDFT. This relies on the key
assumption that the single-reference method correctly describes
the photophysics of the system. The multireference method is
used to obtain a complete description of the manifold of higher-
lying states such as doubly excited states. In the following, we
first outline the protocol for computing the WFO between LR-
TDDFT wave functions (or pseudowave functions) calculated
within the Tamm−Dancoff approximation and PT2 wave
functions, needed in order to map the TDDFT photoactive
state onto the PT2 manifold. Next, we derive the equations for
the previously defined PA and stimulated emission (SE)
contributions to the transient spectrum. Finally, we detail the
interface of the tool with the COBRAMM suite for hybrid QM/
MM dynamics and spectroscopy simulations, which makes use
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of the infrastructure already present in COBRAMM for
simulating and postprocessing transient spectra.
2.1. WFO between Single- and Multireference Elec-

tronic Structure Methods. Within the multiconfigurational
WF theory definition, the WF of the ith electronic state can be
generally written as

| = |Ci
L

k
ik
L

k
L

(1)

where k runs over all possible determinants |Φk
L⟩ and L is a label

that keeps track of the level of theory at which the different
quantities are computed. The formalism described here is based
on Slater determinants rather than on the more commonly used
spin-adapted configuration state functions, but this does not
affect its general validity. Hence, the WFO |

ij
L L1 2 between the

ith state of TDDFT (L1) and the jth state of PT2 (L2) levels of
theory is defined as

= |

= |

|

C C

ij i j

k l ik jl k l

TDDFT PT2 TDDFT PT2

TDDFT PT2 TDDFT PT2
(2)

In the case of single-reference methods such as LR-TDA-
DFT, k is limited to singly excited configurations that span the
entire set of molecular orbitals. In the case of multireference
methods, l runs over the configurations generated by all possible
permutations of active electrons among the active orbitals
(CASSCF) or is limited to configurations generated by a
maximal number of permutations between subsets of the active
space denoted as RAS1, RAS2, and RAS3 (RASSCF). Variations
of the CASPT2/RASPT2method such as multistate,52 extended
multistate,53−55 and rotated multistate56 assume that the “true”
WFs are a linear combination of the CASSCF/RASSCF WFs,
built to diagonalize the electronic Hamiltonian to obtain a new
set of perturbatively modified CASSCF/RASSCF WFs, which
better approximate the eigenfunctions of the total Hamiltonian.
On a side note, we point out that perturbative contributions to
the first-order WF by singly and doubly excited configurations
involving orbitals outside the active space are usually not
explicitly reported but are imprinted in the density matrix.
From the definitions of the LR-TDA-DFT and CASPT2 WF,

it becomes evident that only singly excited configurations at the
PT2 level would have a nonzero overlap with the TDDFT
configurations. Thus, it is appropriate, in theWF postprocessing
step, to truncate the PT2 WFs to single excitations. On a side
note, this truncation singles out multiply excited states, as the
norm of the residual WF becomes vanishingly small and so does
the overlap with the TDDFT WFs. With this truncation, the
WFO becomes

= || C Cij
a b

N

r s

N

ia
r

jb
s

a
r

b
sTDDFT PT2

, ,

TDDFT, PT2, TDDFT, PT2,
o v

(3)

where Φa
TDDFT,r denote the determinants associated with single

excitation from the a-th occupied orbital into the r-th virtual
orbital within the subset ofMOs included in the AS, while Cia

r are
the associated CI coefficients (same definition applies to Φb

PT2,s

and Cib
s ). Each determinant |Φa

r⟩ can be written as

| = | +, ..., , , , ...,a
r

a r a N1 1 1 (4)

where χ1, χ2, ...are the N occupied spin-orbitals of a N-electron
system. The determinant overlap in eq 3 is equal the

determinant of the MO overlap matrix Sab
rs given through the

outer product of the two sets of spin-orbitals57

| = | |

=

|

|

|

|

|

| ···| | | ···|

+

+

i

k

jjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj

y

{

zzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzz

Sdet

det ( , , , , )

a
r

b
s

ab
rs

a

r

a

N

b b N

TDDFT, PT2,

1

1

1

DFT

1 1 s 1
CAS

(5)

where the superscripts of the two vectors indicate that the MOs
are optimized at the DFT and CASSCF levels, respectively. Each
overlap matrix Sab

rs represents an outskirt of the full MO overlap
matrix SDFT|CAS, which considers only occupied orbitals but with
the a-th row and b-th column replaced with the r-th row and s-th
column of the full MO overlap matrix.
Computing the determinant overlap is a costly procedure that

can be accelerated to a certain degree by recognizing that blocks
of the Sab

rs matrix reappear in overlap matrices with other
indices.57 Alternatively, the computation of determinant over-
laps can be omitted if the two sets of orbitals are
biorthogonalized.58 In the special case of WFs constructed
entirely from singly excited configurations, an efficient analytical
expression to compute |

ij
TDDFT PT2 has been derived by

Ryabinkin et al., which relies on orbital overlaps.59 However,
their implementation requires that the orbital overlaps
⟨χa

DFT|χb
CAS⟩ ≈ δab, which is not guaranteed when using MOs

obtained with different electronic structure methods.
Recently, we proposed an alternative procedure to compute

overlaps of singly excited wave functions based on a unitary
transformation of the orbitals of one of the two sets of MOs.60 It
can be seen as a special case of the aforementioned
biorthogonalization procedure, which makes use of the specific
WF form. The procedure was introduced within the framework
of on-the-fly mixed quantum-classical dynamics simulations
with single-reference methods in order to efficiently evaluate
time-derivative nonadiabatic couplings, which can be numeri-
cally computed from WFO geometries at consecutive time-
steps. We recognize that the procedure can be generalized to
compute overlaps between WFs obtained with different
electronic structure methods, provided that these WFs are
built from singly excited configurations. Stated differently, only
the singly excited configurations sector of the WF is considered,
assuming it to be the most relevant sector of the WF itself.
Specifically, the method relies on the assumption of vanishing

orbital mixing between occupied and virtual MOs due to the
sizable energy gap. This assumption is valid far from the CoIn
seam between GS and the lowest excited state, where the
Frontier occupied and virtual orbitals become nearly degenerate
and mix. We emphasize that this does not present a strong
limitation in our procedure for two reasons.

a Any SR method such as LR-TDDFT based on a closed-
shell determinant exhibits convergence problems in the
vicinity of the S0/S1 CoIn so that dynamics are usually
interrupted before the seam is reached;
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b In the vicinity of the seam, the S0 and S1 states are usually
energetically well separated from the higher lying excited
states (a notable exception here is three state CoIns61) so
that mapping of the active TDDFT state onto the PT2
manifold is straightforward.

Under the assumption of nonmixing occupied and virtual
MOs, the overlap matrix SDFT|CAS becomes block-diagonal

=|
i
k
jjjjjj

y
{
zzzzzzS

S

S

0

0
DFT CAS o,o

v,v (6)

Moreover, the assumption implies that each subset of MOs
(occupied and virtual) is completeb. Therefore, there exist
unitary transformation matrices Uo and Uv that maximize the
overlap between occupied−occupied and virtual−virtual
orbitals obtained from DFT and CAS methods. Since, in
practice, the off-diagonal blocks So,v and Sv,o are not zero, the
transformation matrices are obtained through Löwdin ortho-
normalization

Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

Ö́ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

=

=

S S S S

S S S S

( ) I and

( ) I

U

U

o,o
T

o,o o,o
T 1/2

o,o

v,v
T

v,v v,v
T 1/2

v,v

o

v (7)

With the above MO transformations, the MO overlap matrix
becomes a unit matrix. Consequently, in this rotated orbital
basis, only elements of the determinant overlap terms
⟨Φa

TDDFT,r|Φb
PT2,s⟩ with identical bra and ket terms survive, i.e.

| =a
r

b
s

ab rs
TDDFT, PT2, (8)

which simplifies the calculation of theWFO to a sum of products
of CI coefficients

=| C Cij
a

N

r

N

ia
r

ja
rTDDFT PT2 TDDFT, PT2,

o v

(9)

The Cia′TDDFT,r coefficients are obtained by applying the
transformation matrices Uo and Uv to the set of LR-TDDFT

Figure 1. Summarized workflow of the WFO tool, applied on a single geometry. Calculation levels L1 and L2 refer to TDDFT and CASPT2,
respectively. Here, the more general protocol is presented which facilitates WFOs between single- and multireference electronic structure methods
performed with different basis sets.
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CI coefficients of the i-th ES, organized in a rectangular matrix
Ci

TDDFT with the a, r-th element corresponding to the coefficient
of the determinant generated from the closed shell determinant
by exciting an electron from a to r MOs, so that

=C U C Ui o i
TDDFT T TDDFT

v (10)

In passing, we note that the alternative transformation of the
PT2 CI-coefficients is equally viable to obtain the WFO.
To this end, we assume that both levels of theory employ the

same basis set, implying that the MO overlap matrix S is square.
We now extend the protocol to themore general case of different
basis sets with distinct lengths m and n used for the single- and
multireference calculations, respectively. It is obvious that the
occupied−occupied block So,o has the same size (i.e., N/2 × N/
2). However, the virtual−virtual block Sv,v will have a rectangular
shape (o × p, with o = m − N/2 and p = n − N/2) due to the
excess of virtual MOs in the case of the larger basis set. The
transformationmatrix of Sv,v that maximizes the overlap between
the two sets of MOs can be obtained through singular value
decomposition (SVD), which allows to write a rectangular
matrix as a product of three matrices

= × ×S U D Vv,v
T

(11)

where U and V are symmetric matrices with o × o and p × p
shapes, respectively, while D is a o × p rectangular matrix with
nonzero diagonal elements, called eigenvalues. The SVD allows
us to formulate the pseudoinverse

= × ×†S V D Uv,v
1 T

(12)

with p × o shape. The matrix D−1, with dimensions p × o, is
derived by computing the reciprocal of the nonzero diagonal
elements of D. The incompleteness of the v, v block requires
rounding off the eigenvalues ofD prior to inverting it to 1 or 0 to
ensure normalization.
Equipped with the pseudoinverse matrix, we are now in a

position to generalize eq 10

= †C S C Si i
TDDFT

o,o
TDDFT

v,v (13)

Note that upon the transformation the matrix of CI-
coefficients of the i-th electronic state, Ci

TDDFT is reshaped
from N/2 × p to N/2 × o. If p < o, this essentially means that
determinants generated via transitions to the excess virtual
orbitals in the larger basis set are removed, leaving only those
determinants generated by transitions among the common
subset of MOs. Employing the pseudoinverse matrix enables the
treating of even unorthodox scenarios in which the two basis sets
span different variable spaces, e.g., double-ζ with polarizable vs
diffuse functions. This can result in (near-)zero-valued rows/
columns in the Sv,v block of the MO overlap matrix with (near-
)zero eigenvalues. The workflow of the WFO tool is visually
summarized in Figure 1.
2.2. Transition Energies and Dipole Moments. After

completing the mapping of TDDFT and PT2 states’ manifolds
using the method described above, we can apply it for
computing transient absorption spectroscopy. Here, we derive
expressions for the transition energies and dipole moments from
the photoactive state to the GS and to the manifold of higher-
lying states, i.e., the ingredients necessary to compute the SE and
TA contributions of each on-the-fly trajectory to the transient
spectrum.
At any given geometry, one can define the projection operator

over a complete set of PT2 WFs

= | |I
j

j j
PT2 PT2

(14)

which applied to the i-th state from the TDDFT manifold
|Ψi

TDDFT⟩ allows to express it in the basis of the PT2 states

| = | | = |i
j

j j i j ij j
TDDFT PT2 PT2 TDDFT PT2

(15)

Here, the coefficients ij are precisely the elements of the
WFO, where we removed the TDDFT|PT2 superscript to
simplify the notation. In practice, the PT2 projector is
constructed over the few lowest PT2 states, which are assumed
to represent a nearly complete basis set to represent the ith
photoactive TDDFT state’s WF at any given geometry. Due to
the truncation of the PT2 WF to singly excited determinants,
they do not form a normalized basis. This requires normalizing
the WFO matrix.
The PT2 expectation value of the energy of the ith TDDFT

state’s WF at a geometry Rn(T) visited by the nth on-the-fly
trajectory at time T is expressed on the basis of the PT2 WFs
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where |Ψk
PT2⟩ are eigenfunctions of the PT2 Hamiltonian at the

geometry Rn(T). Thus, the PT2 energy of the i-th TDDFT state
is simply a weighted sum of the energies of the PT2 states with
weighting factors equal to the squared elements of the WFO
matrix. Transition energies to the GS and to higher-lying states,
obtained in a PT2 calculation usually with several tens of excited
states, are computed with respect to the energy expectation
value of the photoactive state.
The TDMs of the ith TDDFT WF expressed on the basis of

the PT2 WFs read
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The matrix elements of every other single particle operator
can be similarly computed.
2.3. Implementation of the WFO Protocol in CO-

BRAMM. Having obtained expressions for transition energies
and dipole moments, we are in a position to simulate the TA
spectrum. The TA signals at each delay time T between the
pump and the probe pulse are given as a sum of three
contributions over all trajectories
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where the index n runs over all trajectories, and the index an
denotes the photoactive state in which the n-th trajectory resides
at time T. e and f denote the manifolds of states under the probe
envelope with respect to the GS (labeled g) and to the
photoactive states, respectively. σ denotes the standard
deviation, a phenomenological parameter used to broaden
spectral contributions due to dephasing, environment-induced
static disorder, and finite excited state lifetimes. The first term in
eq 18, known as the ground state bleach, is a time-independent
quantity. It represents the reduced absorption of the molecules
in the ground state after the pump pulse has excited a portion of
the population to exited states. The second and third terms
represent the SE and excited state absorption (ESA),
respectively. These terms vary with the pump−probe delay
time and signify the emission and absorption processes
occurring within the ensemble of trajectories evolving in the
excited state manifold. Note that ESA contributions have
opposite signs with respect to ground state bleaching (GSB) and
SE.
For the practical realization, the WFO tool has been

integrated into the suite COBRAMM62 and is made available
in COBRAMM’s GitLab repository (https://gitlab.com/
cobrammgroup/cobramm). COBRAMM already disposes of
the infrastructure for on-the-fly mixed-quantum classical
dynamics (i.e., Tully FSSH) and TA spectroscopy simulations
at TDDFT60 and CASPT246 levels of theory through interfaces
with Gaussian44 and OpenMolcas.46

Notably, COBRAMM comes with an interface with the MM
software Amber,63 which allows us to consider solvent effects
and complex environments in the TA spectroscopy simulations
at the QM/MM level with electrostatic embedding. Among
other useful tools is the interface with the code iSpectron,64

which provides a rich palette of spectra postprocessing tools
(e.g., temporal convolution and Fourier transform of quantum
beatings) and an in-house routine for computing atomic orbital
(AO) overlap. This feature is essential for computing the MO
overlap matrix SDFT|CAS required by theWFO analysis, especially
when different basis sets are used for the single- and
multireference calculations

=| |S c S cDFT CAS DFT bs1 bs2 CAS (19)

where cDFT and cCAS are the matrices of MO coefficients of the
two calculations and Sbs1|bs2 is the rectangular AO overlap matrix
between the basis functions of the two basis sets bs1 and bs2. To
this aim, the functionality of the COBRAMM in-house AO
overlap tool has been extended to process a number of basis sets
(e.g., Pople’s, cc-pVXZ, ANO) through an interface with the
Basis Set Exchange65 database.
The WFO tool can function as a stand-alone feature for

mapping WFs, currently interfaced with Gaussian, NWChem,42

and OpenMolcas and limited to identical basis setsc. The
modular structure of the code renders interfacing with other QM
software straightforward. For the current work, we manually
processed the output of Tully FSSH mixed quantum-classical
dynamics performed with a development version of NWChem
to compute the higher-lying ES at the CASPT2 level and to
generate the TA spectra (Figure 2). A COBRAMM-NWChem
interface is currently in the making.
2.4. Computational Details. 2.4.1. LR-TDA-DFT On-the-

Fly Nonadiabatic Dynamics. On-the-fly mixed quantum-

Figure 2.Workflow of transient absorption spectroscopy simulation on
top of trajectory-based dynamics performed with COBRAMM utilizing
single-to-multireference state mapping with the WFO tool. Calculation
levels L1 and L2 refer to TDDFT and CASPT2, respectively. Wigner
sampling provides initial conditions. Each trajectory is propagated at
the TDDFT level (L1). At selected geometries R(t) in defined time
intervals, the electronic structure is recalculated at the CASPT2 level
(L2). The WFO tool maps the TDDFT manifold onto the CASPT2
one, thus obtaining the coefficients ij. eqs 16 and 17 allow the
computation of the CASPT2 expectation value of the energy of the i-th
TDDFT state’s WF and its transition dipole moments to other
electronic states. Energetics and transition dipole moments are then
used to compute the excited state absorption (ESA) and stimulated
emission (SE) contributions to the transient signals from each
trajectory at time t. The complete spectrum is obtained by spectral
and temporal convolution provided by the COBRAMM utilities.
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classical dynamics are run with NWChem via its internal Tully
FSSH algorithm relying on time-derivative couplings (the so-
called Tully−Hammes−Schiffer variation). WFO between
consecutive time-steps (necessary for computing the time-
derivative coupling numerically) is computed by means of the
MO unitary transformation approach presented recently by
some of the authors of this paper.60 After the benchmark of
several DFT functionals (namely, PBE0, M06, CAM-B3LYP,
LC-wHPBE) in the Franck−Condon point against XMS-
CASPT2 data (see Table 1 in the Supporting Information),
the PBE0 functional is chosen for the dynamics complemented
with cc-pVDZ basis set. This setup is used to propagate 45
independent trajectories for 250 fs with a time step of 0.5 fs.
These trajectories are initiated in the spectroscopically
accessible S2 state with initial structures generated by Wigner
sampling excluding a low-frequency methyl rotation and high-
frequency C−H stretching modes. Four roots (excited states)
are considered in these simulations.

2.4.2. CASSCF/CASPT2 Single Point Calculations. CASSCF
calculations with a (10,8) active space, containing all π MOs and
the two oxygen lone pair MOs, are performed at each timestep
up to 150 fs averaging over 24 electronic states. Figures 1 and 2
in the Supporting Information show the shape of the MOs
included in the active space. The energies and wave functions are
corrected at the extended multistate (XMS) CASPT2 level of
theory with imaginary shift and ionization potential electron
affinity parameters set to 0.2 and 0.0 au, respectively. Including
24 states in the state averaging is required to capture the doubly
excited states responsible for the ESA fingerprints of the S1 and
S2 states. The XMS-CASPT2 wave functions are used to
compute transition dipole moments. The basis set used is cc-
pVDZ.

2.4.3. Spectra Simulation.The TA spectrum in the 225−500
nm (2.5−5.5 eV) range is obtained by summing over the SE and
ESA contributions (eq 18) of all 45 trajectories. The GSB is
added as a constant contribution due to the S2 absorption at time
zero. Convolution in the energy and time domains is performed
with broadening values of 0.2 eV and 3 fs, respectively.

3. RESULTS
In the gas phase, the keto−enol equilibrium of acetylacetone is
almost entirely shifted toward the enol form.66 Upon photo-
excitation with UV light, two singlet excited states are involved
in the ultrafast IC: the spectroscopically dark nπ* S1 state and
the bright ππ* S2 state. At the ground state optimal geometry,
both XMS-CASPT2 and TDDFT agree on the energy of the
dark nπ* state (ca. 4.3 eV), but they disagree on the energetics of
the ππ* state (Table 1). With respect to the experimental value,
TDDFT strongly overestimates its energy by ca. 1 eV across the
entire set of four functionals explored in our benchmark,
whereas XMS-CASPT2 underestimates it by ca. 0.2 eV (Table 1
in the Supporting Information). As it shall be demonstrated
later, the immediate consequence of this discrepancy is that the
CASPT2 energy profiles of the S1 and S2 adiabatic states show
multiple crossings, not observed at the TDDFT level, which
would significantly complicate a manual tracking of the state’s
character.
At the equilibrium geometries of the GS and nπ* state,

acetylacetone is an asymmetric molecule, with a clear distinction
between hydroxy and oxy groups. In the equilibrium of the ππ*
state, instead, the hydrogen is equidistant and shared between
the two oxygens. As a consequence, upon photoexcitation to the
ππ* state, an in-plane motion of the hydrogen is immediately

activated. Over the course of this motion, the ππ* and nπ* states
cross leading eventually to the population of the lower lying nπ*
state. This, in turn, triggers the reformation of the hydroxy
group, forcing the hydrogen to draw near one of the two oxygens
(Figure 3). On a time scale of few picoseconds�out of the
scope of the current work�the nπ* state is deactivated by two
competingmechanisms: a decay to theGS through a CI in which
the structure is distorted from planarity and intersystem crossing
to the triplet manifold.
3.1. LR-TDA-DFT On-the-Fly Dynamics. We start by

discussing the TDDFT dynamics. Figure 4 shows the evolution
of the electronic populations for the ensemble of trajectories,
which shows a gradual depopulation in S2 state on a sub-100 fs
time scale accompanied by the concomitant buildup of the S1
population (omitted in Figure 4). A monoexponential fit gives a
time constant of 35 fs with an 8 fs offset (the decay onset), thus
resulting in an effective ππ* lifetime of ca. 45 fs. Figure 4 also
tracks the brightness of the “active” state�the state in which the
classical trajectory resides at each time step�averaged over the
ensemble.
The two data sets are characterized by virtually identical decay

profiles, with the S2 occupation showing a minor delay, thus
strongly suggesting that the change of nature of the active state
occurs simultaneously with the S2 → S1 hopping events. To
deepen the analysis, in Figure 5, we show density plots of several
structural degrees of freedom (internal coordinates) that best
describe the dynamics of the system,68 specifically two dihedral
angles ∠O1C2C3C4 and ∠C2C3C4O5 that describe out-of-plane
deformations of the conjugated chain (5A,B), the hydrogen
transfer coordinate defined as R RO H O H1 5

(5C) and the bond
length alternation coordinate defined as 0.5(RCd3Cd4

+ RCd2Od1
−

RCd2Cd3
− RCd4Od5

).
Acetylacetone is planar in its GS equilibrium (Figure 5A,B).

As the Wigner sampling is performed around one of the two
identical GS minima in which the hydrogen is bound to O1, the
hydrogen transfer coordinate has an initial value of ca. −0.5 Å,
indicating the asymmetry in the hydrogen bonding (Figure 5C).
Upon excitation, the gradient on the ππ* state drives the
hydrogen toward oxygen O2. This gives rise to a periodic back-
and-forth motion with a 40 fs period, in phase with the bond
length alternation oscillations in the conjugated chain (Figure
5D). During the second oscillation, around 45 fs and, thus, with
almost all trajectories having decayed to S1, we observe

Table 1. Transition Energies of the First Two Singles Excited
State alongside Their Oscillator Strengtha

n → π* π → π*

E (eV) f E (eV) f

experimental � � 4.7267 0.2467

TDDFT 4.39 0.00 5.56 0.41
CASPT2 4.22 0.00 4.52 0.35

nπ ⇒ π* π ⇒ π*
CASPT2 9.53 (5.31) 0.00 (0.44) 9.69 (5.17) 0.00 (0.32)

aExperimental values are reported where available alongside
computed ones at the PBE0/TDDFT and XMS-24-CASPT2(10,8)
level of theory. Additionally, the energies of the doubly excited bright
states involved (computed at CASPT2 level) in the ESA are shown.
Transition energies and oscillator strengths given in brackets are with
respect to the corresponding singly excited state. Single and double
arrows indicate single and double excitations (with respect to the
ground state), respectively.
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trajectory splitting with the majority returning to the original
configuration and a minor fraction exhibiting configuration
inversion. Notably, the hydrogen transfer parameter acquires
values of±1.5, much larger than the initial value, which indicates
its increased mobility (e.g., out-of-plane deformations). No
further configuration inversion is observed during the evolution
on S1 despite the system continuing to exhibit bond length
alternation dynamics (Figure 5D). The dihedral plots
demonstrate that the backbone remains planar in the first few
hundred fs (Figure 5A,B). As the dynamics progress, some
kinetic energy is deposited into weak out-of-plane deformations
(within the ±30°) but the molecule never acquires pronounced
torsional motion.
Next, we examine closer the energetic profiles along two

representative trajectories. Figure 6B shows a straightforward
case (sample 1), where the trajectory, initiated in S2, hops to S1
after around 60 fs. Notably, the S2 and S1 states approach
energetically already after 15 fs and, subsequently, every 20 fs.

Throughout the entire duration of the simulation, the S2 and S1
states can be unequivocally associated with the bright ππ* state
and dark nπ* states, respectively, as evident from the oscillator
strengths (Figure 6A). The change of the active state’s nature
coincides with the hopping event.
Figure 7B shows a somewhat less straightforward situation

(sample 2). Energy-wise, the trajectory exhibits a similar
behavior to sample 1, with the S2 approaching the S1 after 60
fs and eventually hopping after 80 fs. Examining the oscillator
strengths (Figure 7A), one notices a nature change of the active
state (from bright to dark) 5 fs preceding the hop. This is directly
correlated to the slightly faster oscillator strength decay shown in
Figure 4.
3.2. CASPT2 and WFO Calculations. The sample

trajectories 1 and 2 examined in the previous paragraph are
used here to demonstrate how theWFO tool facilitates mapping
the CASPT2 onto the TDDFT electronic state manifolds.
Figure 6C reports the XMS-CASPT2 energy profiles of S1 and

S2 states along the sample trajectory 1. Unlike the TDDFT
profiles, the CASPT2 energy plot shows multiple crossings
between the two adiabatic states due to a considerably smaller
S1(nπ*)/S2(ππ*) energy gap in the FC region. The crossings are
accompanied by inversion of the character of the adiabatic states
as confirmed by the CASPT2 oscillator strength profile (Figure
6D). Figure 6E shows the outcome of the WFO analysis. The
essential information that can be extracted from this plot is to
what extent the active TDDFT state maps onto the two
CASPT2 states at each time step. It is clear that the active
TDDFT state rarely maps entirely on a single CASPT2 state
(that would correspond to a WFO value of 1). In the case of
degeneracy at the CASPT2 level, the TDDFT state projects
almost equally on both CASPT2 states. To improve data
visualization, the outcome of the WFO analysis has been
integrated within theCASPT2 energy (Figure 6C) and oscillator
strength (Figure 6D) plots. In both subfigures, the line thickness
is proportional to the squared WFO value and therefore can be
used as a visual aid for tracking the active state in the CASPT2
profiles. A certain resemblance can be noted between the energy
profiles of the active state’s TDDFT and CASPT2 energy

Figure 3. Energetic diagram of the deactivation pathway through the ππ* → nπ* CI seam.

Figure 4. Occupation of the TDDFT S2 state (brown) and oscillator
strength of the active state (blue) over 150 fs, averaged over 45
trajectories. The orange dotted line represents a monoexponential
curve fitting the S2 occupation data from 8 fs onward.
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profiles (thick lines in Figure 6B,C, respectively). To highlight
this resemblance the energy profiles of the active state are shown
superimposed in Figure 6F. We clarify that in Figure 6F, with
respect to Figure 6C, a rigid shift of 1 eV has been applied to the
CASPT2 energy of the active state whenever the TDDFT active
state has a ππ* configuration in order to account for the strong
overestimation of its energy at TDDFT level (Table 1). The
resemblance between the CASPT2 and TDDFT energy profiles
is encountered for most trajectories (see the Supporting
Information).
Upon comprehensive comparison of both the energetics and

oscillator strengths of the ππ* and nπ* states, we observe a
general agreement between the SR andMRmethods used in the
description of the PES topologies, except for a systematic blue
shift of the ππ* energy at TDDFT level. This shift has an
important consequence for the dynamics simulations as the
larger ππ*/nπ* gap at the LR-TDA-DFT level implies a slower
ππ* → nπ* IC compared to simulations run at the CASPT2
level.

In the first 100 fs, we can appreciate the importance of our
tool, in two different time windows, before and after the S2 → S1
hop at 60 fs. In the first 60 fs of the TDDFT trajectory (Figure
6B), the active ππ* state always corresponds to the adiabatic S2,
which indeed does not change its character, as it can be verified
by the (approximately) constant value of its oscillator strength
(Figure 6A). Instead, when calculating the CASPT2 energies on
top of TDDFT geometries (Figure 6C), the relative energies of
the ππ* and nπ* states change several times in the early
dynamics. Indeed, tracking the oscillator strengths of two states
(Figure 6D), we can notice how the bright (i.e., ππ*) state
becomes the adiabatically lowest in energy after just 5 fs.
Moreover, we can notice how the relative energies of the ππ*
and nπ* states are inverted four more times before the hop
occurs. This means that simply matching the corresponding
TDDFT and CASPT2 adiabatic states would lead to a wrong
state assignment for a good part of the initial dynamics and,
consequently, to an incorrect calculation of the evolution of any
molecular property. Thus, the WFO analysis is able to correctly

Figure 5. Coordinate densities plots over 250 fs of (A) “right” dihedral angle, (B) “left” dihedral angle, (C) hydrogen transfer (HT) coordinate
R RO H O H1 5

, (D) bond length alternation (BLA) coordinate 0.5(RCd3Cd4
+ RCd2Od1

− RCd2Cd3
− RCd4Od5

). On the right of each plot, the atoms involved in each
motion are highlighted.
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map the TDDFT and CASPT2 manifolds onto each other, in a
fast and automatized fashion, without the need to manually
compare relative energies and oscillator strengths (Figure 6E).
Figure 7 shows the same analysis for sample trajectory 2. One

notes that over large segments of the simulation the bright ππ*
state maps onto adiabatic state S1 at CASPT2 level following an
immediate state inversion within 5 fs after photoexcitation
(green thick line until 80 fs in Figure 7C,D). The WFO analysis

(Figure 7E) reveals that the 5 fs before the hop the active state
begins to map onto the dark adiabatic, state S2 at CASPT2 level
(orange thick line around 80 fs in Figure 7D) ,thus correctly
capturing the character inversion preceding the hop at TDDFT
level clearly visible in the TDDFT oscillator strength profile
(Figure 7A). Following the hop, the active state conserves the
dark character until the end of the simulation.

Figure 6. Sample 1�(A) oscillator strengths of the two lowest excited states over the TDDFT dynamic, highlighting the active one. (B) Energy of the
three lowest excited states over the TDDFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2 level along
the TDDFT dynamic, highlighting the one with the highest overlap to the TDDFT active state. (D)Oscillator strengths of the two lowest excited states
at the CASPT2 level over the TDDFT dynamic, highlighting the one with the highest overlap to the TDDFT active state. (E) Absolute value of the
WFO of the first two CASPT2 excited states with the TDDFT active state. (F) Energy difference between active and ground state, computed at each
level of theory. A fixed shift has been applied to account for the TDDFT overestimation of the ππ* state energy. The line thickness in (C) and (D) is
proportional to the projection of the TDDFT active state onto the CASPT2 manifold (E).
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While in both trajectories hops occur in regions of degeneracy
at the TDDFT level, the corresponding CASPT2 states are
separated by a finite energy gap, a consequence of the shift
between the two levels in the description of the ππ* state. Under
certain circumstances, such a discrepancy can have undesired
consequences in the simulation of the TA spectra. For example,
if the hopping occurs between two states, which are both bright
from the GS, this would lead to discontinuity in the SE, which is
computed relying on the CASPT2 energetics.
The use of the WFO analysis might appear redundant to the

reader since we demonstrate that the same information can be

extracted from the oscillator strengths. In fact, we remind that
acetylacetone is chosen precisely because oscillator strengths
analysis allows us to verify the functionality of the WFO tool. In
general, a system can present multiple dark and/or bright states,
making it impossible to perform classification based on oscillator
strengths. Moreover, the WFO analysis allows quantifying the
SR-onto-MR mapping, a feature of critical importance for the
calculation of spectroscopic signals (eqs 16 and 17).
3.3. Transient Absorption Simulations. The GSB, SE,

and ESA contributions to the spectra are computed following eq
18, thereby relying on the definition of the projected

Figure 7. Sample 2�(A) oscillator strengths of the two lowest excited states over the TDDFT dynamic, highlighting the active one. (B) Energy of the
three lowest excited states over the TDDFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2 level along
the TDDFT dynamic, highlighting the one with the highest overlap to the TDDFT active state. (D)Oscillator strengths of the two lowest excited states
at the CASPT2 level over the TDDFT dynamic, highlighting the one with the highest overlap to the TDDFT active state. (E) Absolute value of the
WFO of the first two CASPT2 excited states with the TDDFT active state. (F) Energy difference between active and ground states, computed at each
level of theory. A fixed shift has been applied to account for the TDDFT overestimation of the ππ* state energy. The line thickness in (C) and (D) is
proportional to the projection of the TDDFT active state onto the CASPT2 manifold (E).
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quantities�energies and TDM�derived in eqs 16 and 17.
Considering that in the time interval of interest, the absence of
GS recovery yields a GSB constant contribution, we focus on the
time-dependent state-specific SE and ESA features. SE can be
observed only from the bright ππ* state while it disappears upon
decay to the nπ* state. As shown in Table 1 each one of the two
photoactive states nπ* and ππ* is dipole-coupled to a doubly
excited state, of nππ*2 and π0π*2 nature, respectively, which can
be accessed through a dipole-allowed one-electron π → π*
transition. This gives rise to characteristic ESA features in the
mid-UV (ca. 5.2 eV or 250 nm) blue-shifted with respect to the
GSB and SE features. Notably, both ESA appear in the same
spectral window and exhibit comparable oscillator strengths,
with the nπ* ESA being slightly more intense.
In Figure 8, we present the SE and ESA contributions (shown

in blue and red color, respectively) from trajectory sample 1.
Figure 8 shows the spectra corresponding to sample 1 (Figure

6), generated using as a reference state for computing transition
energies and TDM either the S1 (Figure 8B) or S2 (Figure 8C)
adiabatic states at CASPT2 level. Discontinuities are present in
both spectra, as visible from the SE and ESA intensities. Instead,
when we use as a reference state the one indicated by the WFO
analysis (Figure 6E), the spectrum improves substantially
(Figure 8A). We can appreciate the high-frequency oscillation
(ca. 20 fs period), a consequence of the vibrational motion.
Indeed, analysis of the dynamics of representative coordinates
shows that C�C and C�O stretchings are activated upon
excitation.
We can note the almost instantaneous drop in intensity

associated with the S2 → S1 hop, whereas the ESA survives. As
discussed above, the reason is that both nπ* and ππ* exhibit
bright doubly excited states, which fall in the same spectral
window around 250 nm. This complicates identifying the IC
based on the ESA by visual inspection. Yet, we can notice the
more pronounced quantum beating in the ESA signal after the
hop, a clear indication of different vibrational dynamics activated
upon IC.
Before looking at the total TA spectrum, we focus on the SE

signal. The SE can straightforwardly be obtained also at the
TDDFT level, as TDM from the GS are computed and stored
along the dynamics. Figure 9 shows a comparison between the
TDDFT and CASPT2 SE. The two features are very similar,
something which can be appreciated even better in the energy
domain (Figure 9)�showing an instantaneous red shift to

longer wavelengths modulated by a couple of coherent
oscillations with a 20 fs period before decaying nearly
completely after about 60 fs. The TDDFT signal exhibits
about 45 nm blue shift, proportional to the 1 eV difference in the
TDDFT and CASPT2 ππ* energetics. The agreement between
the two features supports the observation made earlier that
TDDFT andCASPT2 predict similar PES energy profiles for the
ππ* state and disagree merely a constant contribution to the
total energy.
The complete transient spectrum generated with the

ensemble of 45 trajectories is shown in Figure 10A. In the
spectral window above 250 nm, one notes a negative
contribution, a combination of the SE discussed earlier and
the GSB between 250 and 300 nm. The SE red shift and sub-100
fs decay lead to the depletion of the negative signal by 60%
leaving visible the GSB, which survives over the entire duration
of the simulation. In the window below 250 nm, one can note a
positive contribution, the ESA from the active state to the
dipole-coupled doubly excited states, which intensifies slightly at
longer times. Both contributions are characterized by an
intensity beating pattern, which can be appreciated by the
time traces taken at 288 and 230 nm (Figure 10B). The two

Figure 8. CASPT2 transient spectra of (A) the active TDDFT state, (B) S1, and (C) S2. Signals computed are stimulated emission (blue) and excited
state absorption (dark orange). In the bottom border of the A graph, the most populated CASPT2 state is reported as an alternatively colored line.

Figure 9. Stimulated emission (SE) signals computed over the TDDFT
trajectory manifold. The signal at lower energy is computed at the
CASPT2 level after WFO, and the one at higher energy is computed at
the TDDFT level.
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traces show a complementary beating pattern. In fact, the GSB,
the only contribution to the negative signal after 60 fs, is time-
independent and the intensity fluctuations are caused by
destructive interference with the ESA. Specifically, a red shift
of the ESA toward 288 nm leads to the simultaneous intensity
decrease at 230 nm and SE depletion at 288 nm due to
interference.

4. CONCLUSIONS
We have presented a wave function overlap tool (WFOT)
computational utility for mapping the manifolds of states of SR
and MR QM electronic structure methods onto each other by
means of an efficient WFO calculation. At the core of the
computational protocol is a pseudounitary transformation of the
manifolds of occupied and virtual MOs to maximize the overlap
between the MOs in the SR and MR calculations, thereby
allowing us to express the WFO as a sum over products of CI
coefficients. The functionality of the WFO protocol is
demonstrated for LR-TDA-DFT and XMS-CASPT2, yet the
tool can already be used with variations of the family of MR
methods, such as RASPT2. Moreover, future extension of the
capabilities of the WFO tool toward other SR methods, whose
WF can be written as a CIS-like expansion (e.g., algebraic
diagrammatic construction), is straightforward. At the moment,
the program is interfaced with the QM software Gaussian,
NWChem, and OpenMolcas and permits the use of different
basis sets in the SR and MR calculations. We have validated the
WFO tool along the ultrafast S2 → S1 IC in acetylacetone, a
system that exhibits a bright ππ* and a dark nπ* states that can
be conveniently tracked by means of oscillator strength analysis.
Specifically, on-the-fly mixed quantum-classical dynamics is
performed at the LR-TDA-DFT level of theory. Subsequently,
the electronic structure at each timestep is recomputed at the
XMS-CASPT2 level of theory. The WFO tool is then used to
map the TDDFT photoactive state onto the CASPT2 manifold
allowing to track its nature throughout the dynamics. The WFO
presented analysis is perfectly general and allows state tracking
also in case of multiple spectroscopically dark and/or bright
states where the oscillator strength analysis would fail.
Our model system, acetylacetone, exhibits a significant

disparity in the energetics of the ππ* configuration between
LR-TDA-DFT and XMS-CASPT2. While CASPT2 slightly
underestimates its energy, TDDFT notably overestimates it
relative to experimental data. The aim of the current work is not
to assess the quality of either method but rather to demonstrate

the capacity of the WFO tool. Nevertheless, we emphasize that
the accuracy of any observable depends on the reliability of the
electronic structure method used to compute it. Therefore, we
recommend validating both SR and MR methods through
preliminary static calculations at key critical points. The WFO
tool can be immensely valuable in this endeavor, as it aids in
identifying electronic states not reproduced at the SR level of
theory such as lower-lying doubly excited states. These states
typically exhibit WFO values close to zero.
Besides the already mentioned extension to other SR

methods, the WFO analysis can be generalized to map different
SR (or MR) methods onto each other. In particular, mapping of
CASPT2 calculations with active spaces of arbitrary size/
composition would allow us to automatize the calculation of
spectroscopic observables on top of on-the-fly dynamics
simulations. Another highly compelling application involves
leveraging the WFO tool for the potential development of
machine-learned DFT functionals aimed at achieving MR
accuracy in correlation treatment.69,70

The WFO has been integrated in the COBRAMM suite. This
makes possible the simulation of various types of electronic
spectroscopies such as transient absorption, photoemission, and
X-ray, using MR methods on top of on-the-fly dynamics carried
out with SR methods, thereby combining the computational
efficiency of SR methods and the spectrum completeness of MR
methods. Remarkably, the ESA features in the TA absorption
spectrum of acetylacetone arise from dipole-allowed one-
electron π → π* transition from the photoactive states to higher
lying doubly excited states, which are beyond the scope of LR-
TDA-DFT.
Regarding spectroscopy simulations, we emphasize that while

MR methods are required to provide a complete manifold of
spectroscopic signals, the temporal evolution of spectral
features�i.e., the time scales at which these features emerge
or decay�hinges on the accuracy of the underpinning SR
dynamics. Thus, the WFO tool offers a valuable protocol for
validating the SR dynamics against experiment by computing an
observable such as the transient spectrum.
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Molecular orbitals of the active space of the CASPT2
calculations; comparison of energetics and oscillator

Figure 10. (A) Simulated transient absorption spectrum of AcAc obtained through averaging of 45 excited state trajectories. The signal at higher
energy (dark orange) is assigned to excited state absorption (ESA), while the ones at lower energy (blue) are assigned to a combination of ground state
bleaching (GSB) and stimulated emission (SE) to the ground state. (B) Values of intensity over time from the complete transient spectrum at two
selected wavelengths; one for the ESA signal and one for SE and GSB signals.
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strengths at the CASPT2 and TDDFT levels andmapping
the TDDFT active state onto the CASPT2 manifold for
10 exemplary trajectories of the dynamics; simulated
transient absorption spectrum without the GSB compo-
nent; and benchmark of several TDDFT functionals in
the Franck−Condon point (PDF)
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■ ADDITIONAL NOTES
aNotable exceptions have been identified for extended
conjugated and aromatic organic molecules (and aggregates
thereof) where low-lying doubly excited states are involved in
the energy conversion.11
bOne can use the off-diagonal blocks of the MO overlap matrix
as a diagnostic tool regarding the validity of the assumption.
cWFO analysis of TDDFT and CASPT2 calculations performed
with different basis sets is currently possible only through the
interface with COBRAMM.
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Supplementary Figure 1: Occupied molecular orbitals of the XMS-CASPT2 active space.

Supplementary Figure 2: Virtual molecular orbitals of the XMS-CASPT2 active space.

3



Supplementary Figure 3: Sample 3 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state. (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state; (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 4: Sample 4 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state. (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state; (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 5: Sample 5 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 6: Sample 6 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 7: Sample 7 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state. (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state; (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 8: Sample 8 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 9: Sample 9 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 10: Sample 10 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 11: Sample 11 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 12: Sample 12 - (A) Oscillator strengths of the two lowest excited states over the
TD-DFT dynamic, highlighting the active one. (B) Energy of the three lowest excited states over the
TD-DFT dynamic, highlighting the active one. (C) Energy of the two lowest excited states at CASPT2
level along the TD-DFT dynamic, highlighting the one with the highest overlap to the TD-DFT active
state; (D) Oscillator strengths of the two lowest excited states at CASPT2 level over the TD-DFT
dynamic, highlighting the one with the highest overlap to the TD-DFT active state. (E) Absolute value
of the wavefunction overlap of the first two CASPT2 excited states with the TD-DFT active state. (F)
Energy difference between active and ground state, computed at each level of theory. A fixed shift has
been applied to account for the TDDFT overestimation of the ππ∗ state energy. The line thickness in
(C) and (D) is proportional to the projection of the TDDFT active state onto the CASPT2 manifold
(E).
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Supplementary Figure 13: Simulated transient absorption spectrum of AcAc obtained through averaging
of 50 excited state trajectories. The signal at higher energy (dark-orange) is assigned to excited state
absorption (ESA), while the one at lower energy (blue) is assigned to stimulated emission (SE) from the
active state to the ground state. Ground state bleaching (GSB) is not included.

Supplementary Table 1: Energies of the first two excited states alongside their energy difference, com-
puted at the Franck-Condon point for different TDDFT functionals and for CASPT2, where the latter
is used as a reference for evaluating the functionals’ correctness.

Level of theory E(S1) (eV) E(S2) (eV) ∆E (S2-S1) (eV)

CAM-B3LYP 4.515 5.597 1.082

PBE0 4.385 5.563 1.178

LC-wHPBE 4.618 5.652 1.035

M06 4.342 5.573 1.230

XMS-24-
CASPT2(10,8)

4.223 4.517 0.294
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