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scattering in liquid water
Oliver Alexander1*, Felix Egun1, Laura Rego1,2,3, Ana Martinez Gutierrez3, Douglas Garratt4,5, 
Gustavo Adolfo Cárdenas3, Juan J. Nogueira3,6, Jacob P. Lee1, Kaixiang Zhao1, Ru-Pan Wang7, 
David Ayuso1,8, Jonathan C. T. Barnard1, Sandra Beauvarlet4,9, Philip H. Bucksbaum5,10,11,  
David Cesar4, Ryan Coffee4,5, Joseph Duris4, Leszek J. Frasinski1, Nils Huse7,  
Katarzyna M. Kowalczyk1, Kirk A. Larsen4,5, Mary Matthews1, Shaul Mukamel12,  
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We report the measurement of impulsive stimulated x-ray Raman scattering in neutral liquid water. An attosecond 
pulse drives the excitations of an electronic wavepacket in water molecules. The process comprises two steps: a transi-
tion to core-excited states near the oxygen atoms accompanied by transition to valence-excited states. Thus, the 
wavepacket is impulsively created at a specific atomic site within a few hundred attoseconds through a nonlinear in-
teraction between the water and the x-ray pulse. We observe this nonlinear signature in an intensity-dependent 
Stokes Raman sideband at 526 eV. Our measurements are supported by our state-of-the-art calculations based on the 
polarization response of water dimers in bulk solvation and propagation of attosecond x-ray pulses at liquid density.

INTRODUCTION
The study of electronic wavepackets is at the frontier of attoscience 
and aims to understand fundamental processes on the attosecond (1 
as = 10−18 s) timescale, such as charge and energy transport through 
a material system, and how longer timescale outcomes, for example, 
coupling to nuclear modes, proceed (1, 2). Impulsive excitation of 
wavepackets in quantum systems is key to the study of ultrafast phe-
nomena because the subsequent dynamics are determined only by 
the prepared wavepacket. In contrast to vibronic wavepackets, which 
evolve on the femtosecond to picosecond timescale and are prepared 
using femtosecond ultraviolet (UV) or optical pulses via single-photon 
absorption (3) or impulsive stimulated optical Raman scattering (4), 
excitations of electronic wavepackets involve a larger energy bandwidth 
and attosecond timescales (5).

X-ray Raman scattering (XRS) uses an x-ray pump, with photon 
energy ℏωpump tuned close to core-electron-excitation resonances, to 
study of the electronic states of gas- (6), liquid- (7), and solid-phase 
matter (8, 9). The pump photons inelastically scatter and can be 

measured as emission with energy ℏωstokes. Energy conservation re-
quires that the system is excited with energy ΔE according to the 
Raman resonance condition (see Fig. 1C)

and the emission spectrum is therefore a signature of the excitation 
energies of the final states that are populated in the system. Because 
of the core-hole intermediate states, the excitations measured are 
well localized to atomic centers, giving angstrom resolution (5).

With the recent developments at x-ray free electron lasers (XFELs) 
(10), it is now possible to use intense broadband attosecond x-ray pulses 
for impulsive stimulated XRS (ISXRS). Because both the pump and the 
Stokes photon energies are contained within the coherent bandwidth of 
a single pulse (see Fig. 1, C and D), the excitation of the final valence 
states of the neutral molecule will be stimulated within the same pulse in 
a few 100 as of the excitation of the ground state. This contrasts with 
typical measurements of XRS, which use narrowband x-ray sources, 
and the Stokes emission is spontaneous, which incoherently radiates into 
the vacuum and high-gain stimulated XRS (11–13), where the field is 
stimulated by another self-amplified spontaneous emission (SASE) 
spike within the pulse or builds stochastically from spontaneous emis-
sion following propagation in an appropriately pumped medium (14, 
15). Attosecond XFEL modes also have less spectral variance than SASE, 
allowing for reduced backgrounds in measurements. Furthermore, the 
effect of inelastic scattering of photoelectrons is reduced and greater control 
over the spectra can be used to reduce core ionization.

The impulsive limit is reached when the pulse is faster than the 
timescale of valence excited-state dynamics (related to the inverse of 
their energy separation). Not only does this simplify the nature of 
the resulting excited wavepacket, by allowing the brief evolution in 
the core-excited intermediate state to be largely neglected (16), it 
also ensures that the wavepacket then evolves free of external fields. 
ISXRS can thus initiate a coherent superposition of the states of a 
neutral molecule accompanied by the emission of Stokes radiation 

ΔE = ℏ
(

ωpump−ωstokes

)
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into the x-ray field. Crucially, from the point of view of future pump-
probe experiments, the ISXRS permits the delay clock to be pre-
cisely synchronized to few-hundred attosecond precision for every 
pulse pair used in the measurement.

In the only previous measurement of ISXRS, we measured signa-
tures of excitations in the ion yield of gas-phase NO following an 
ultraviolet probe (17). In this work, we investigate ISXRS in the con-
densed phase, specifically micrometer-thick sheets of liquid water 
and register the nonlinear interaction through modifications to the 
transmitted x-ray field. This allows us to study the process through a 
nonlinear polarization that generalizes to all phases of matter the 
method to dynamically measuring electron wavepackets capable of 
attosecond charge motion (18). Because ISXRS creates coherence 
between valence states on the microscopic level, it can be used to 
study the evolution of populations and coherences intrinsic to the 
system studied, even in a liquid where the degree of coherence that 
can be excited is reduced by the intrinsic random and fluctuating 
nature of the medium. For example, a subsequent probe, based on a 
second ISXRS step or otherwise (e.g., transient absorption) applied 
in the following few femtoseconds will then be sensitive to popula-
tion decay, dephasing (across the ensemble), and evolution of coher-
ence providing insights into the ultrafast electronic couplings. This 
can be applied to condensed and gas phase systems and is a major 
step toward highly anticipated nonlinear x-ray spectroscopy with at-
tosecond and angstrom resolution (5, 19). In the chemical, life, and 
material sciences (20), this could be used to understand how elec-
tron motion mediates fundamental processes. For example, because 
of the sensitivity of ISXRS to electronic coherences it can be adapted 
to probe conical intersection crossings (21–23), which determine 
the outcomes of photochemical reactions, and in the solution phase 
help to unravel the effect of solvent interactions on chemistry.

RESULTS
Figure 1 shows the experimental setup used to measure ISXRS. Pulses 
of 400 as were focused with a focal spot diameter of 9 × 10 μm onto 
a 2.9-μm-thick liquid water target (24, 25) to reach intensities of 1016 
to 1017 Wcm−2 and the transmitted x-ray spectra were measured. We 
consider the x-ray absorption spectrum

where ω is the photon energy and I0(ω) and IT(ω) are the incident and 
transmitted spectra respectively. A(ω) includes positive contributions 
from reflection (which we find to be negligible, as evidenced by the 
dependence on jet thickness in section S2.1.1) and absorption and 
negative contributions from emission. Because absorbance is nor-
malized to the incident spectrum, if there are only linear effects, ab-
sorbance is independent of the intensity; nonlinear effects result in an 
intensity dependence. To identify these processes, we compare the 
absorbance with the x-ray focus in the liquid sheet, Afoc(ω), and 10 cm 
downstream of the liquid sheet, Adefoc(ω), for different peak intensi-
ties at the focus, I. Their difference

includes only contributions from multiphoton interactions and min-
imizes error introduced by correlation between the x-ray spectral 
shape and pulse energy. The ordering of the absorption terms is cho-
sen such that when B(ω; I) is positive, this indicates that there is ei-
ther nonlinear emission or a nonlinear reduction in the absorption, 
and when B(ω; I) is negative, there is a nonlinear increase in the ab-
sorption. For brevity, we refer to B(ω; I) simply as the nonlinear 
emission. Note that the stokes and pump signals are not identifiable 
on a single shot due to the large fluctuations in the pulse spectra and 

A(ω) = log10
I0(ω)

IT(ω)
(2)

B(ω; I) = Adefoc(ω; I) − Afoc(ω; I) (3)

Fig. 1. Overview of the experimental and theoretical methods for observing ISXRS in liquid water. (A) Attosecond x-ray pulses are focused into the interaction re-
gion, where they are transmitted through a few-micrometer-thick sheet of liquid water. The transmitted x-ray spectrum is measured using an x-ray spectrometer consist-
ing of an elliptical mirror and a variable line spacing reflection grating. A liquid sheet can be moved out of x-ray beam path by translating horizontally and the focus can 
be translated along the beam axis. (B) Snapshot of two water dimers treated as solutes in a water environment and modeled using a combination of molecular dynamics 
and a quantum mechanics/molecular mechanics (QM/MM) model. The red lines show the positions of the “solvent” water molecules. The molecular orbitals represented 
in the water dimers are a1/b1-type orbitals. Note that these dimers are calculated separately and are stacked vertically. (C) The ground, core-excited (CE), and valence-
excited (VE) states of the water dimers build up an energy configuration which interacts with the attosecond x-ray pulses. Attosecond pulses ∼5 eV below the oxygen K-
edge and with bandwidth greater than ∆E couple the ground state to valence-excited states via core-excited states. Here, Epump > Estokes, meaning the Stokes (inelastic) 
ISXRS interaction illustrated is allowed. Energy level diagrams and orbitals of the states involved can be found in section S3. (D) A sketch of the transmitted x-ray spectrum 
for ISXRS measurements in the photonic channel, which sees an increase in the spectral components at the Stokes resonance when at high intensities.
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requires the statistical treatment to calculate B(ω; I) as outlined in 
the methods and section S2 of the Supplementary Materials.

Figure 2A shows a false color map of B(ω; I) for pulses with spec-
tra centered at 529 eV. To identify only intensity dependent effects, 
we have subtracted low intensity (15 to 30 PWcm−2) B(ω; I) from the 
false colour map. In particular, this properly accounts for artefacts 
from gas-phase linear absorption due to increased vapor pressure 
when focussing on the jet. We discuss the unsubtracted map in the 
section  S4.2.4. At this central photon energy, the spectrum spans 
both the transition resonance from the ground state to neutral core-
hole [i.e., the pre-edge feature at 535 eV (26)] and the transitions 
from this core-excited state to valence-excited states, which are de-
termined from emission spectra to span 520 to 528 eV (27, 28). The 
positive features at 526 to 528 eV and 534.6 eV are due to stimulated 
x-ray scattering. The latter coincides with the 1a−1

14a1-type absorp-
tion resonance, and results from the elastic case of impulsive stimu-
lated x-ray scattering, stimulated Rayleigh scattering, which leaves 
the molecules in the ground electronic state. It is therefore only a 
small reduction in the strong absorption peak but increases linearly 
with intensity (see section  S4.2.1). This positive feature is further 
contributed to by a reduction in absorption of the water cation fol-
lowing ionization, because H2O+ has a relative shift of the 4a1 ab-
sorption peak by approximately 8 eV to higher energy (29).

Of more interest to the creation of electronic wavepackets is the 
positive ISXRS feature at 526 to 528 eV with maximum at 526.2 eV, 
which increases with the peak intensity of the x-ray pulse. B(ω; I) is 
positive in this region, indicating that more photons are collected 
there when the x-ray pulse is focused on the sample compared to 10 cm 
downstream. Summing over this area, we show the dependence of 

this emission on the pulse energy in Fig. 2B. Errors in this calcula-
tion are estimated using delete-m jackknife re-sampling (30) (see 
section S2.2.4). The feature increases linearly with intensity, indica-
tive of a two-photon nonlinear process and corresponds in energy to 
a spontaneous Raman feature at 526 eV previously observed below 
the O K edge (26) in liquid water using synchrotron radiation. This 
supports our interpretation that the feature we observe at 526.2 eV 
is Stokes-Raman emission greatly enhanced by the ISXRS process 
that results in excitation of the 1b−1

14a1-type state. This is further 
evidenced by the divergence of the emission, which is equal to and 
collinear with the driving x-ray field, as shown in the section S4.2.3. 
Spontaneous RIXS, for example, scatters in all directions and high-
gain stimulated XRS requires an extended target in the gain direc-
tion inconsistent with the thin disc geometry of the illuminated 
region in our measurement.

To further understand this nonlinear interaction and the dynam-
ics of the ISXRS process, we model the polarization response of wa-
ter to attosecond x-ray pulses including propagation effects (31). 
Our modeling finds a strong absorption feature at about 535 eV and 
an emission feature at around 526 eV, with a maximum at 527 eV 
(see the Supplementary Materials for detailed information). To com-
pare with the experiment, we compute the nonlinear emission sig-
nal, B(ω; I). Figure 2C shows B(ω; I) obtained from the theoretical 
simulations for peak intensities varying from 20 to 100 PW cm−2 
and for a water sheet thickness of 2.9 μm. To compare with the ex-
perimental data, we have also subtracted the intensity dependence at 
2 × 1016 Wcm−2, which offsets the emission but has no effect on its 
spectral shape. Our results show that the emission at around 526 eV 
increases nonlinearly [B(ω; I) increases linearly] with the x-ray pulse 

Fig. 2. Nonlinear emission of 2.9-μm water sheets probed by 529-eV x-rays pulses: Theory and experiment. (A) Values of B(ω; I) > 0 indicate an excess of transmitted 
photons detected at high intensity. A Stokes-Raman emission feature is present between the black dashed lines. The black dash-dotted line shows the average incident 
x-ray spectrum and the solid green line shows the measured linear absorption spectrum. Figure S6 shows two intensity values from this plot with errors included. (B) Total 
emission between energies 525.5 and 528 eV. (C and D) We calculate the experimental observable in highly advanced modeling of x-ray propagation in liquid water, 
propagating an x-ray pulse of 529 eV and FWHM of 7 eV. (C) A false-color map indicating the calculated values of B(ω; I) with no chirp. (D) Total emission between energies 
525.5 and 528 eV as a function of the x-ray pulse peak intensity. For comparison, the chirped case in (D) is also shown in (B) as a dotted line, after scaling by a factor of 2.
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intensity, as expected for ISXRS. As in the experiment, the spectrum 
of the Raman feature does not change appreciably with the peak in-
tensity of the pulse. The integrated nonlinear emission is shown in 
Fig. 2C. Our calculations show good agreement with the experimen-
tal results, as we obtain a similar spectral shape, intensity dependence, 
and magnitude in the Raman-Stokes emission feature.

However, there are a few differences. First, the magnitude of the 
ISXRS in the experimental data is approximately a factor of 2 higher 
than the result calculated for the likely chirp conditions of our pulse 
(the dotted line in Fig. 2B shows very good agreement). This is ex-
pected given the difficulty in calculating both the peak intensity in 
the interaction region of the experiment and the accuracy of dipole 
moment calculations in such a complex system. It is also challenging 
to fully characterize the spectral phase of the pulses. The unchirped 
case (black line in Fig. 2D) differs by a factor 4 but if the calculation 
is repeated with negative chirp of 1.5 times the Fourier transform 
limit (blue line on Fig. 2D), as is typical for this more of XFEL op-
eration (10), the magnitude of the ISXRS is in better agreement 
with the experiment. Furthermore, the calculated ISXRS has a tail of 
emission to lower energies, below 526 eV, differing from the mea-
surements. We attribute this to an additional two-photon process in 
which the field interacts twice with the liquid, ionizing in the first 
interaction and driving a core to valence excitation in the remaining cat-
ion in the second interaction. When the x-ray pulse is not far detuned, 
this process leads to a nonlinear absorption energetically similar to 
the ISXRS emission but of opposite sign.

The ISXRS can therefore mask the absorption, but when the pho-
ton energy is lower and therefore the ISXRS is red-shifted, we 
can see evidence of the two-photon absorption channel (see sec-
tion S4.2.2). X-ray absorption spectroscopy has been measured pre-
viously following strong field ionization with an infrared pulse and 
very recently by x-ray pulses of 260 eV energy (32, 33). The same 
core-to-valence excitation was measured as (32), which modeling showed 
to be red-shifted (along with the pre-edge features) in the first ∼30 fs 
due to a change in the chemical environment. Because of the sub-
femtosecond timescale of our interaction, we do not measure this 
red-shifting. Note that our calculations cannot include coupling to 
the continuum (ionization). Under our experimental conditions, we 
calculate only ~1% maximum valence ionization of water molecules 
and a similar excitation to core excited states for the 529 eV tuned 
pulses, which decay via Auger-Meitner decay (included in our calcu-
lations) and, with approximately 100 times lower probability, spon-
taneous photo-emission.

We can also compute the state populations as a function of time 
and the propagation length. Figure 3A shows the x-ray pulse at the 
entrance of the liquid sheet (black) and at two different propagation 
distances. The propagation induces strong temporal effects on the 
x-ray pulse: The duration of the main x-ray pulse is increased upon 
propagation and longer secondary pulses appear. A similar effect was 
observed in a theoretical study of x-ray propagation in neon gas (34). 
The population calculations also allow us to identify which electron-
ic states are involved in the appearance of each absorption or emis-
sion peak. Figure 3B shows the population of the core-excited and 
valence-excited states upon the interaction with the x-ray pulse 
for one orientation-averaged geometry at a propagation distance of 
z =  2.9 μm. We show the population dynamics for one geometry 
only for illustrative purposes because, although the shape of the dy-
namics is qualitatively similar, the magnitude of each state involved, 
their energies, and their orbital shapes depend on the geometry. 

Population dynamics and state energies for other geometries can be 
found in section S3 of the SM.

The first two core-excited states are the most populated and they 
undergo Auger-Meitner decay after the interaction with the main 
pulse. Valence-excited states are populated due to two phenomena 
which operate on different timescales. On the ∼10-as timescale of 
the electric field oscillations, there is direct transfer of population 
from the ground state due to a strong dressing induced by the in-
tense x-ray pulse (see section S3.4). This induces fast adiabatic oscil-
lations in the population of the valence-excited states, following the 
central energy of the x-ray pulse, but it does not contribute to an 
effective population of the valence states after the x-ray pulse is gone 
(shown in the inset of Fig. 3B) and it also does not contribute 
to the Raman nonlinear emission feature shown in Fig. 2. On the 
∼100-as timescale, there is population mediated by core-excited 
states (ISXRS), which does lead to population transfer that persists 
after the pulse. The slow oscillations in the valence-excited state 
population shown in the inset of Fig. 3B are due to the interaction 
with the tail of the x-ray pulse that is caused by the propagation ef-
fects and represent coherent exchanges of population between differ-
ent valence-excited states.

From the theoretical calculations, we can conclude that absorp-
tion at the O K-edge corresponds to the population of core-excited 
states, as expected. Emission peaks approximately 10 eV below the edge 

Fig. 3. Propagation effects and population evolution of x-ray pulses with 529-eV 
central photon energy and peak intensity of 80 PWcm−2. We consider the fol-
lowing: (A) Temporal effects on the x-ray pulse after propagation. The x-ray pulse 
temporal profile is shown before entering the water sheet (black line), after propa-
gating 1.45 μm (purple line), and at the end of the water sheet of 2.9 μm thickness 
(violet line). Our simulations predict a temporal broadening of the main x-ray pulse 
and the emergence of secondary pulses. (B) Population transfer between the elec-
tronic states upon interaction of the water dimer with the x-ray pulse: ve 1 to 6 
(solid lines) are the valence-excited states and ce 1 to 7 (dashed lines) are core-
excited states, for geometry 1 (see upper-left inset) and for a driving x-ray pulse that 
has propagated through the 2.9-μm-thick water sheet (see lower panel). The upper-
right inset displays the population evolution zooming in on the gray rectangular 
zone and in logarithmic temporal scale, showing its oscillations in different tempo-
ral regimes. The population of the valence-excited states show: (i) fast adiabatic 
oscillations following the x-ray pulse, (ii) slower oscillations upon interaction with 
propagation-induced tail of the pulse where there is an exchange of population 
between the different states, and (iii) a remaining static population after the inter-
action with the x-ray pulse.
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correspond to transitions to the valence-excited states via ISXRS. The 
emission feature, we measure below 528 eV is consistent with ISXRS. The 
small difference in the energy levels involved can be explained by 
the limitations of our theoretical model in capturing the effects of 
the liquid environment, which is described with an electrostatic mod-
el neglecting mutual polarization effects between the dimer and the 
bulk solvent. The energy of the emission is consistent with ISXRS and 
shows that the dominant Raman excitation is predominantly 1b−1

14a1 
character, also in agreement with previous RIXS measurements (35).

It is instructive to compare to the spontaneous Raman case, i.e., 
resonant inelastic x-ray scattering (RIXS), for which there is existing 
literature in liquid water. When excited at the pre-edge, where there 
is greatest overlap between the x-ray spectrum and absorption reso-
nance, the most prominent peak in the XES spectrum corresponds 
to emission from the 1b1 nonbonding orbital, centered at approx-
imately 526 eV. Emission in the energy region between ∼520 and 
∼525 eV is assigned to broad emission peaks from the 1b2 and 3a1 
orbitals [see fig. S7 for the orbital diagrams and Fig. 3 of Ref. 32 for 
labeled RIXS spectra]. In contrast to RIXS, which typically uses an 
x-ray pump with bandwidth less than the width of the resonance 
and therefore sees dispersion in the scattered x-rays, we do not expect 
to see dispersion in the Stokes-Raman emission. Furthermore, the 
attosecond timescale of the emission does not allow time for inter-
action with other degrees of freedom and decoherence; consequently, 
for the isolated dimer, coherence is maintained between the ground-
and final-state wave functions as well as between the incident and 
scattered x rays.

DISCUSSION
Our work creates opportunities for the application of ISXRS to 
the measurement of ultrafast charge motion and transfer and internal 
couplings in gas phase molecules and condensed phase matter. We 
demonstrate that with current XFEL capabilities, this is possible. Not 
only will this allow for the first observation of attosecond charge mo-
tion in neutral systems, but it is now also possible in the condensed 
phase. With new XFELs based on continuous-wave loaded supercon-
ducting linac technology, such as Linac Coherent Light Source (LCLS) 
II, becoming available soon that will be capable of operating with at-
tosecond modes and repetition rates of 100 kHz to 1 MHz (in contrast 
to the present work performed at 120 Hz) measurements of higher 
sensitivity can be anticipated. Implementation of multicolor schemes 
to excite and read-out ISXRS at multiple atomic edges is also feasible 
and will make available the possibility to track energy and charge flow 
with attosecond temporal and atomic spatial resolution (5).

Further, from our calculations, we now understand the role that can 
be played by propagation on the excited state populations, which comes 
from the mutual interaction between attosecond x-ray pulses and a 
condensed phase medium. In particular, we have found that propaga-
tion over only a few micrometers can lead to dynamics, which are not 
simply determined by the in-vacuum properties of the x-ray pulse lead-
ing to excited state dynamics that persist for several femtoseconds after 
the initial pulse. Therefore, depending on the strength of the interac-
tion and density of the medium, restrictions are placed on the maxi-
mum interaction length for experiments measuring charge motion.

With the coherent bandwidth and peak intensities of our measure-
ments, which is the state-of-the-art for current soft x-ray sources, we 
measure an approximately 2.5-eV broad ISXRS peak. While this is 
sufficient for ultrafast electron dynamics, it is indicative of excitation 

via real intermediate core-excited states. This is supported by our 
theoretical calculations, which find core-excited state populations. 
We expect that with sufficient intensity, when further detuned from 
core-excited resonances, excitation via virtual states will be domi-
nant, instead leading to a broad “shoulder” to the spectrum and po-
tentially reducing propagation effects so that the core-excited states 
are no longer as populated, while the Raman transition cross section 
remains observable. In section S4.1.2 of the SM, we show calcula-
tions in this regime and see an increase in relative excitation of valence- 
excited states, compared to core-excited states.

In a recent work (33), the fast ionization mechanism of water mol-
ecules by x-rays was studied. Photoelectrons with high kinetic energy 
can further collisionally ionize surrounding molecules, enhancing then 
the effective ionization rate. In that experiment, the photo-ionization of 
the molecules has a distinctive signal around 522 to 526 eV due to the 
absorption of photons by resonant transitions in the cation molecule. 
We note that we do also observe that feature (see section S4.2.2), but 
for the pulse detuning of 529 eV investigated, we find that ISXRS 
dominates over ionization, the effect of cation absorption becomes 
readily observable at a central photon energy of 527 eV where, at the 
intensities used, there is weaker ISXRS than for the 529 eV tuning.

The collision ionization following photoionization observed in 
(33) and also reported by (36) and the effects of propagation in a 
micrometer-thick medium are obviously factors to consider in applying 
the ISXRS method in a pump-probe scenario. The inelastic scattering 
effects are ameliorated in our experiments using a 0.3-fs pulse and 
relatively low photoionization cross section with 529-eV x-rays 
compared to (33) but must still be considered for future pump-probe 
experiments. Working with samples with a thickness of a few 100 nm 
would greatly reduce any loss of temporal resolution from pulse temporal 
modification. We suggest choosing higher energy atomic edges (well 
above the K edges of solvent atoms) to reduce the degree of ionization 
and thinner samples to minimize any loss of temporal resolution as 
approaches that should be explored to further improve the prospects of 
attosecond resolved measurements in liquid phase systems.

MATERIALS AND METHODS
The experiment was conducted at the LCLS XFEL at the ChemRIXS 
beamline. The XFEL was operated in the x-ray laser–enhanced atto-
second pulse mode, which is described in detail in (10). X-ray pulses 
tuned to just below the O K-edge were delivered at 120 Hz to the 
beamline. We estimate a pulse duration of 400 as full width at half-
maximum (FWHM) from the 7 eV spectral bandwidth and typical 
time-bandwidth-product of eSASE pulses of approximately 1.5 times 
transform limited, as was previously corroborated via angular streak-
ing measurements (10). As shown in Fig. 1A, the pulses were then 
focused using a pair of Kirkpatrick-Baez (KB) mirrors onto a focal 
spot located with a vacuum chamber. These KB mirrors could be adjust-
ed to independently change the focal position along the beam axis of 
the horizontal and vertical components of the wavefront. The x-ray 
spectrum of the pulses was then measured using a Hettrick-Underwood 
x-ray spectrometer consisting of an elliptical mirror and a variable line 
spacing reflection grating. The x-rays were measured using a charge-
coupled device camera, operated in full vertical binning mode so that 
it can operate at 120 Hz.

To overcome the absence of a means to measure the incident x-ray 
spectrum for each shot, we measured the transmitted x-ray spectrum 
in four different configurations: (i) with the KB mirrors tuned such 
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that the x-ray pulses were focused onto the 2.9-μm-thick liquid wa-
ter sheet; (ii) with the focus at the same position as configuration (i), 
but the water sheet translated out of the beam; (iii) with a the KB 
mirrors tuned such that the x-ray pulses were focused 10 cm down-
stream of the water sheet; and (iv) with the focus at the same posi-
tion as configuration (iii), but the water sheet translated out of the 
beam. Configurations (i) and (ii) are used to measure the absorbance 
at the focus, in a highly nonlinear regime, and configurations (iii) 
and (iv) are used to measure the absorbance in a defocused position, 
i.e., in a linear regime.

As described by Eqs. 2 and 3, the difference in the absorbance for 
different peak intensities at the focus gives the nonlinear emission, 
B(ω; I). Figure 4 shows the steps of this reconstruction. To properly 
treat systematic errors introduced by shot-to-shot fluctuations in the 
pulse parameters (spectrum, intensity, etc.), the pulses are binned 
before this calculation according to those parameters, as discussed 
in section S2. Note that to compare the spectral properties in a like-
for-like manner, the Eq. 3 is rearranged to

before calculation.
To model the polarization response of liquid water to x-ray pulses, 

we consider different configurations of a dimer in a bulk solvation by 
extracting 93 geometries from a classical molecular dynamics simula-
tion. The wave function of the ground electronic state, core-excited 
states, and valence-excited states were obtained by a hybrid electrostat-
ic embedding quantum mechanics/molecular mechanics (QM/MM) 
scheme. In these calculations, the two water molecules were described 

quantum mechanically and the bulk solvation was considered by mo-
lecular mechanics potentials. With a larger number of molecules treated 
quantum mechanically, there is little change in the energy structure, 
as reflected in the UV absorption spectrum (see fig.  S8A), but at a 
much greater computational cost, and a single molecule is insufficient 
to accurately predict the energy structure. In addition, the x-ray ab-
sorption spectrum of liquid water is sufficiently reproduced by the di-
mer configuration in our calculations (see fig. S8B). The microscopic 
response of the QM structures to x-rays was resolved by solving the time-
dependent Schrödinger equation and extracting the induced dipole mo-
ment to obtain the time-dependent polarization of the medium. The 
average polarization density over 93 geometries and six different orien-
tations for each geometry allows us to simulate the propagation effects 
on the x-ray pulse as it traverses the liquid sheet using Maxwell’s equa-
tions in the frequency domain (31).
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1 Introduction and methods overview

In the main text we present experimental data and theoretical calculations of impulsive stimulated x-ray Raman

scattering in liquid water. For both the experimental and theory works, several advanced methods were used.

Here, we give a detailed and technical description of the methods needed to reproduce and validate our results.

The experiment was conducted at the Linac Coherent Light Source (LCLS) x-ray free electron laser (XFEL) at

the ChemRIXS beamline. The XFEL was operated in the x-ray laser enhanced attosecond pulse (XLEAP) mode,

which is described in detail in (10). X-ray pulses tuned to just below the O K-edge were delivered at 120 Hz

to the beamline. We estimate a pulse duration of 400 as full width at half maximum (FWHM) from the 7 eV

spectral bandwidth and typical time-bandwidth-product of eSASE pulses of ∼1.5 times transform limited, as

was previously corroborated via angular streaking measurements (10).

As shown in Figure 1A of the main text, the pulses were then focussed using a pair of Kirkpatrick-Baez (KB)

mirrors onto a focal spot located with a vacuum chamber. These KB mirrors could be adjusted to independently

change the focal position along the beam axis of the horizontal and vertical components of the wavefront. The x-

ray spectrum of the pulses was then measured using a Hettrick-Underwood x-ray spectrometer consisting of an

elliptical mirror and a variable line spacing reflection grating. The x rays were measured using a charge-coupled

device (CCD) camera, operated in full vertical binning mode so that it can operate at 120Hz.

To overcome the absence of a means to measure the incident x-ray spectrum for each shot we measured the

transmitted x-ray spectrum in four different configurations:

1. With a the KB mirrors tuned such that the x-ray pulses are focussed onto a 2.9 µm thick liquid water
sheet;

2. With the focus at the same position as Configuration 1, but the water sheet translated out of the beam;

3. With a the KB mirrors tuned such that the x-ray pulses are focussed 10 cm downstream of the water
sheet;

4. With the focus at the same position as Configuration 3, but the water sheet translated out of the beam.



Configurations 1 and 2 are used to measure the absorbance at the focus, in a highly nonlinear regime and Config-

urations 3 and 4 are used to measure the absorbance in a defocussed position, i.e. in a linear regime. As described 

in the main text, the difference in the absorbance for different peak intensities at the focus gives the nonlinear 

emission, B(ω; I). The complete methods for calculating B(ω; I) from millions of measured spectra, properly 

treating systematic errors introduced by shot-to-shot fluctuations in the pulse parameters (spectrum, intensity, 

etc.) are dicussed in Section 2.2. In particular, a general overview of the calculation of nonlinear emission is 

shown in Figure S6.

To understand our measurements, it was essential to properly characterise each key component of the exper-

iment. Measurements of the liquid target thickness and details on the calibration of the x-ray spectrometer are 

given in Section 2.1. Characterisation of the pulse, energy, focal spot size, spectral shape, and peak intensity are 

given in Section 2.1.3. To simulate impulsive stimulated x-ray Raman scattering (ISXRS) in H2O liquid we use 

an intense attosecond x-ray pulse to excite an electron of the molecule from a core orbital to an unoccupied one. 

A second photon is absorbed from the same pulse and stimulates the de-excitation of the core-excited molecule 

and leads to the population of valence-excited states.

The theoretical treatment of liquid water is complicated by dynamics which occur on different length and 

time-scales. A quantum treatment of the microscopic response to the x-ray field i s n ecessary b ut intractable 

when applying to the liquid dynamics. We therefore use a combination of methods to describe the initial geom-

etry upon excitation, the electronic structure of water molecules, their polarisation response to x rays, and the 

propagation of x rays themselves.

Microscopically, how we model a water dimer and its electronic structure is detailed in Section 3.1. In Section 

3.2, we calculate a set of geometries for the dimer using quantum mechanics/molecular dynamics. For these 

geometries, we obtain the dimer state’s energies and dipoles, as shown in Section 3.3, which are used to solve the 

time-dependent Schrödinger equation to compute the interaction of the dimer with the x-ray pulse, as described 

in Section 3.4, where our results for population transfer between electronic states are detailed. The microscopic 

dimer response is used to obtain the induced polarisation in the medium, that allows us to account for the 

propagation effects based on the Maxwell equations, as described in section 3.5. Our calculations allow us to 

observe the ISXRS process in the transmission of the x-ray pulse as it propagates through the liquid sheet (see 

section 3.6).

In addition, there are some results and validation from our experimental data and theoretical analysis, which 

for brevity are excluded from the main text. For completeness, we have included them here. In Section 4.1.1, we 

show a time-frequency analysis of the propagation x-ray pulses. In Section 4.1.2, we explore with our theoretical 

model the effects of detuning the central energy of the x-ray pulse. In Section 4.1.3, we explore the effect of chirp 

on ISXRS in our system. In section 4.1.4, we compare the results obtained for the dimer with those for a water



monomer. In Section 4.2.1 we show experimental evidence of stimulated Rayleigh scattering, the elastic case

of ISXRS. In Section 4.2.2 we measure another nonlinear phenomenon, the two photon absorption, exciting the

dication. In Section 4.2.3 we show our attempts to measure spontaneous emission in the same configuration,

which ultimately proved below the detection limit of our aparatus. Finally, in Section 4.2.4 we show an addition

signal in the data of gas-phase absorption which is induced by the x-ray laser ablation of the liquid targets.

2 Experimental methods

2.1 Measurement calibration

2.1.1 Thickness calibration of the liquid targets

Below the edge there is absorption due to ionisation from valence orbitals. Figure S1 shows the measured

absorption at 530 eV for each vertical position; because this is close to the peak of incident spectrum and the

absorption is lower, it is in the regime of I(ω) ≫ b(ω) and the result should be linear with the liquid sheet

thickness. Therefore, given that the thickness is inversely proportionate to the distance from the top of the liquid

sheet, a fit of the form

A(ω) =
1

C(h− h0)
(S1)

is made, where h is the distance from the top of the sheet, h0 and C is a constant. Reference tables (37) give an

absorption of Labs = 9.56µm, where absorption length Labs, is defined by IT = I0e
d/Labs . The fitted value of C,

13.40mm−1 indicated that the thickness of the sheet is given by

d [µm] =
1.64 [mmµm]
(h− h0) [mm]

. (S2)

This is consistent with the width (100µm) and depth (20µm) of the nozzle outlet (25).

2.1.2 Energy calibration of the VLS spectrometer

To calibrate the dispersive axis of the spectrometer detector, the absorption spectrum of a biaxially-oriented 

poly(ethylene terephthalate) (BoPET) – often referred to by its trade name, Mylar – sample was measured and 

compared to literature (38). Mylar has three prominent peaks at the oxygen K-edge, which are located by differ-

entiating and root-finding the uncalibrated absorption spectrum.

Figure S2 shows the wavelengths of the three absorption peaks and the pixels they are found at. For small 

angles of diffraction, a linear fit to wavelength is a good approximation, as proves to be the case in the fit shown 

by the dashed line. This fit is used to calibrate the spectrometer, mapping pixel to energy.



Figure S1: Linear absorption at 530 eV at four vertical offsets from the top of the liquid sheet. The horizontal
axis shows the nominal vertical position each measurement was made at. The dashed line shows a fitted inverse
relationship between the absorption and the vertical offset on the left vertical axis, and determines that the top
of the sheet is 0.11mm higher than the nominal value, as marked by the solid black line. The dashed line also
shows the sample thickness, on the right axis, determined from the fit.

Figure S2: Calibration of the VLS spectrometer using the absorption spectrum of Mylar. A linear fit in wave-
length to three calibration points from the absorption spectrum of Mylar at the O K-edge, which are obtained
from literature values (38).



2.1.3 Pulse characterisation

2.1.4 Pulse energy

Two gas detectors were used to measure the total energy of every pulse, each filled with krypton g as. We refer 

to them here as gas detector 1 (GD1) and 2 (GD2). Two channels are measured by each detector, the average 

intensity and the RMS electron sum. The average intensity is a slow detector, with a 25s time constant. RMS 

electron sum is a fast (single shot), but must be calibrated using the average intensity.

The average values of the calibrated RMS electron sum and the slow average intensity are in near agreement, 

with an approximately 1% deviation between the averages of GD1 and an approximately 1.5% deviation for 

GD2.

The average of the calibrated RMS electron sums correlates well with the total counts on the x-ray spectrom-

eter. Figure S3a shows a 2D histogram recorded first gas detector RMS electron sums and spectrometer counts, 

which have a Pearson R coeffcient of 0.901.

The correlation between the second gas detector RMS electron sums and the electron counts is slightly lower, 

at 0.888. Whilst this is still very high, there appears to be a significant discrepancy between GD1 and GD2 at low 

pulse energies, as well as with the counts detected at the spectrometer. Figure S3c shows the ratio between GD1 

and spectrometer counts for pulses binned according to the detected counts, normalised to the ratio between 

their averages. A linear relationship would appear as points on a flat h orizontal l ine a t 1 . H owever, a t low 

energies (fewer counts) the GD1 RMS electron sum significantly underestimates the counts.

Therefore, as an improved measure of the pulse energy, we use a fluorescence intensity monitor (FIM), which 

measures x-ray fluorescence from the surface of one of the focussing mirrors using photodiodes and microchan-

nel plates (MCPs). Each detection channel produces a time trace for every pulse.

We fitted a linear regression model to predict the counts at our detector from the full time traces of each FIM 

detector, with no sample at the interaction region. We preprocess the detectors by standardising to zero mean 

and unit variance and generating polynomial components (univariate B-splines) to allow for any nonlinearity 

in the detectors. Validation of our regression model finds that we can predict the counts with Pearson R  coef-

ficient of better than 0.99 (see Figure S3B), even with several hours between the acquisition of the training and 

validation set.

The absolute value of the pulse energy predicted by the FIM is calibrated using the linear correlation of the 

GD1. The ratio between the predicted counts and the detected counts is good to better than 1% for the majority 

of the data (see Figure S3C).



Figure S3: Assessment of incident pulse energy measurements through their correlation with counts detected
by the spectrometer. A) A 2D histogram of the pulse energy measured by the GD1 and the total counts incident
on the spectrometer, for 10 minutes of data. The Pearson R coefficient is 0.901. (B) similar to (A), but instead
predicting the number of counts using our FIM regression model. The Pearson R coefficient is > 0.99. (C) the
deviation of each model from the ground truth after binning by counts. The FIM regression model performs
better at the edges of the counts distribution.



2.1.5 Knife-edge measurement of spot size

Measurement of the spot size at the interaction region was made by determining the transmission of a knife edge

as a function of its insertion. The position of the focus along the laser axis (z) relative to the interaction region,

which is independent for each axis, can be changed by bending the KB mirrors. The objective of our knife-

edge measurement was to find the optimum focal position, such that the focus was minimised at the interaction

region.

The knife edge was inserted on each axis independently and at the position of the liquid sheet, accurate to

better than 1 mm. The spectrometer was configured to look at the zero order. The transmission is then found for

each knife edge position by dividing the average counts by the average pulse energy. Pulses <20µJ or >90µJ)

were excluded. For a Gaussian pulse, the expected signal is given by

c+
A

2

(
1− erf

(√
2(x0 − x)

σ

))
(S3)

where c is the baseline, A is the ratio of average counts to pulse energy for the fully transmitted beam, x0 is

the central position of the beam on the scanned axis, x is the knife edge position on the scanned axis, and σ is

the 1/e2 beam radius. x can be substituted for y, for the other axis.

c, A, x0, and σ can be fit to the measured data for each KB mirror positions. The KB mirrors were bent so as

to shift the z position of the focus in 2 cm steps.

Figure S4 shows the fitted widths (converted to FWHM) for both the horizontal and vertical axes, for each

focal position. A quadratic fit is made to those points, and a minimum is extracted from the fits. The minimum

focal spot size is (10.17±0.44)× (9.16±0.27) µm. The interaction point used during the experiment was close to

the optimum, and had dimensions of (10.19± 0.43)× (9.24± 0.27) µm. The “out-of-focus“ position was located

at +10 cm, where the beam is (42.1±2.4)× (28.7±2.8) µm. Therefore there is an approximately factor 13 increase

in the focal area and decrease in the intensity.

2.1.6 Spectral moments

To allow laser pulses to be sorted into categories, known as bins, it is useful to attach to each spectrum parameters

to describes its shape. We find the central photon energy of each pulse by computing the center of mass (COM)

of each shot. This is the (non-central) first moments of the spectrum xCOM, and is calculated as

pCOM =

∑
i pici∑
i ci

(S4)



Figure S4: Spot size measurements at the interaction region for varying relative z positions of the focus. The
measurements are shown for the horizontal (blue) and vertical (red) axes of the focus. Quadratic fits are shown
by the dashed lines and the shaded areas have width of two standard errors, calculated from the covariance
matrix.

where ci are the counts on the spectrometer for each pixel pi. The spectral width σ may be characterised via the

central second moment

σ2 =

∑
i (pi − pCOM)2ci∑

i ci
. (S5)

Approximating the spectral shape of each laser pulse as a Gaussian function, a full width at half maximum

(FWHM) can be obtained as

pFWHM = 2
√
2 ln 2σ. (S6)

Note that the spectral moments could only be compared between pulses with the sample out or between

pulses with the sample in and at the same central photon energy. Also note that the central photon energies

quoted throughout, for example the 529 eV average central photon energy of the spectra contributing to plot in

Figure 2 of the main text, are the average of pCOM with the water jet out. This can differ from the peak of the

average spectrum by ∼1 eV, due to a slight skew in the spectral shape.



2.1.7 Peak intensity calculation

The peak intensity in the interaction region for any shot can be approximated by assuming a Gaussian profile in

each spatial axis as well as time, i.e.

I(x, y, t) = I0e
−4 ln(2)(t/τFWHM)2 × e−4 ln(2)(x/xFWHM)2 × e−4 ln(2)(y/yFWHM)2 . (S7)

The total energy of each pulse,

E =

∫
dxdy dt I(x, y, t)

= I0 ×
(

π

4 ln(2)

)3/2

× xFWHM × yFWHM × τFWHM.

(S8)

Therefore, the peak intensity,

I0 = E ×

[(
π

4 ln(2)

)3/2

× xFWHM × yFWHM × τFWHM

]−1

. (S9)

The energy in each pulse is known from the gas detectors (a factor of 0.35 is also included, to account for

transmission through apertures from the gas detector to the target), and the spatial widths are know from the

knife edge measurement (and assumed to be constant). The temporal width is approximated from the energy

spectrum and the time-bandwidth product for a Gaussian pulse,

∆EFWHM ·∆τFWHM = 1.825 [eV · fs], (S10)

and from previous measurements of the pulse duration in the same configuration of the XFEL, which show that

that the pulses are 1.5 times longer than the limit (10), i.e. we use a relationship

∆EFWHM ·∆τFWHM = 2.738 [eV · fs], (S11)

Figure S5 shows the distribution of measured peak intensities for 10 minutes of data acquired at the oxygen

K-edge.



Figure S5: Distribution of peak intensities. A histogram of peak intensities for 10 minutes of data acquired at a
nominal central photon energy of 529 eV.

2.2 Analysis methods

2.2.1 Overview

As defined in the main text, nonlinear emission was measured in our experiment as

B(ω) = Adefoc(ω)−Afoc(ω). (S12)

where

Afoc/defoc(ω) = log10

(
I0,foc/defoc(ω)

IT,foc/defoc(ω)

)
. (S13)

I(ω) denotes a weighted and normalised spectrum, 0/T liquid sheet out / in and foc / defoc whether the sheet 

is positioned in the focus or away from the focus.

The experimental data therefore consists of repeated set of transmitted x-ray spectra recorded in those four 

configurations, as demonstrated in Figure S 6. In each configuration, many spectra are re corded. The average 

of these spectra is calculated and normalised to the average pulse energy. From the normalised averages, the 

absorption with the liquid target in-focus and out-of-focus is calculated using Equation S13. Finally, we calculate 

the nonlinear emission using Equation S12.

2.2.2 Pulse energy and COM binning

Due to the stochastic nature of the x-ray generation process, the spectra of the pulses varies between pulses. 

Consequently, spectra acquired under the same conditions with the target out are an imperfect measurement 

of the incident pulses with the target in. Parameters such as photon number (correlated with pulse energy),



Figure S6: An overview of the data analysis process for calculating nonlinear emission. As shown in Figure
1 of the main text, we collect single-shot spectra in four configurations, which are the possible combinations of
liquid jet in and out of the x-ray path, at with the x-ray focus in the plane of the liquid jet and 10 cm downstream.
100 example spectra in each configuration are shown by the thin green (jet out) and blue (jet in) lines. We then
take the arithmetic mean of the spectra, giving I0,foc(ω) (green solid line), I0,defoc(ω) (green dash-dotted line),
IT,foc(ω) (blue solid line), and IT,defoc(ω) (blue dash-dotted line). From these averages, we calculate the in-focus
absorption (Afoc, red solid line) and out-of-focus absorption (Adefoc(ω), red dash-dotted line). Their difference
gives the nonlinear emission (B(ω), purple and orange solid lines). Errors from delete-m jackknife analysis are
shown on the final result as shaded regions with width of two standard errors.



central photon energy, and spectral width are observed to fluctuate. To minimise the noise introduced by these

fluctuations by dividing the parameter space and assuming the pulses with the same parameters are, on average,

similar.

We bin the spectra according to their pulse energy and central photon energy. We then calculate I(ω) for a

given pulse energy bin by calculating a weighted average over the central photon energy bins and then normal-

ising to the total counts on the spectrum, as predicted by the FIM. We also explored sorting according to skew

and kurtosis, but found that it only made appreciable difference at low pulse energies where we experienced

multi-peaked spectral modes, which we anyway removed (see next subsection).

2.2.3 Removing pulses with SASE breakthrough

The XFEL was setup in the XLEAP configuration (10), using a lasing scheme known as enhanced SASE (eSASE).

This configuration can sometimes produce x-ray pulses that contain multiple spikes (referred to as SASE break-

through), and do not resemble the desired near transform-limited pulses of the eSASE mode.

We find that SASE breakthrough typically occurs at low pulse energies. These x-ray pulses are also less

repeatable even when accounting for pulse energy and central photon energy; decreasing the usefulness of

averaging to reveal weak spectral features. We therefore discard x-ray pulses with energies less than 35µJ from

our analysis.

2.2.4 Error estimation by jack-knife analysis

Jack-knife re-sampling (or simply jack-knifing) is a method of calculating statistics from datasets. It is often used

when other more standard methods (such as uncertainty propagation) are not evidently applicable. Due to the

size of our data, we use a special case of jack-knife analysis known as the “delete M Jack-Knife” (30).

Given a collection of N data points we calculate the uncertainty σJack-Knife
Q of a function of this data, some

statistic Q(xi). In our case, Q(xi) refers to the non-linear emission used to quantify the Stokes-Raman emission

signal in our x-ray spectra.

The data is shuffled randomly and split into G groups, each containing M = N/G data points. A partial

dataset is constructed by taking the original dataset and excluding M data points. Q is then calculated using

only data from this partial dataset. This is repeated G times, each time excluding a different M points. In this

process, no shot is excluded more than once. From the distribution of these values, the uncertainty may be

obtained. Explicitly, the variance estimator of Q is

[
σJack-Knife
Q

]2
= (G− 1)

1

G

G∑
g=1

[
Qpartial

g − ⟨Q⟩partials
]2

(S14)



where Q
partial
g is the value calculated when M points have been thrown out and

⟨Q⟩partials =
1

G

G∑
g=1

Qpartial
g . (S15)

The end result for
[
σJack-Knife
Q

]2
converges for large values of G.



3 Theoretical methods

3.1 Calculation of the electronic structure

The electronic configuration of the ground state of H2O dimer in the gas-phase is composed by the 1s and 2s

orbitals of both oxygen atoms, the six highest-occupied molecular orbitals (MOs) and the two lowest-unoccupied

MOs in Cs symmetry:

(O(1)1s)2(O(2)1s)2(O(1)2s)2(O(2)2s)2(b2)
2(b2/a1)

2((b2/a1)
∗)2

(a1/b1)
2((a1/b1)

∗)2(b1)
2(4a1)0(4a1)0 (S16)

Figure S7: Molecular orbitals of water dimer geometry 1 at the the complete active space self-consistent field 
(CASSCF) level. The colour of the molecular orbital lobe indicates the positive (blue lobe) and negative (red 
lobe) sign of the molecular orbital.

To describe the electronic structure a water dimer we performed a calculation at the Hartree-Fock (HF) level 

of theory followed by a calculation at the complete active space self-consistent field (CASSCF) level theory. The

O1s orbitals in the water dimer are well-localised and can be considered atomic orbitals. The O2s orbitals are not

well-localised and can interact with the other molecular orbitals of the water dimer. The remaining six HOMOs 

and two LUMOs can be characterised in terms of the MOs of water in the gas phase, resulting in a mixture of

a1, b1 and b2 symmetry orbitals whose contribution is different depending on the molecular orbital (see Figure 

S7). For example, the molecular orbital (a1/b1) of the water dimer is formed by the contribution of an a1 orbital

from the first water molecule and a b1 orbital from the second water molecule that constitute the dimer. Later



on we will explain how the electronic configuration for each geometry were obtained by modelling the liquid

sheet in the experiment.

3.2 Calculation of dimer geometries: Molecular Dynamics and Quantum Mechanics/Molecular

Mechanics

In order to model the spectroscopic properties of water molecules in a liquid jet, we use a combination of molec-

ular dynamics and quantum mechanics/molecular mechanics (QM/MM) calculations, a procedure commonly 

used to simulate the electronic structure of large systems (39, 40). We start by modelling a water molecule in the 

QM region. The system consisted of a water molecule embedded in an water solvation cubic box, considering 

a maximum distance of 30 Å between any atom of the water molecule treated as solute, and the faces of the 

box. The geometry of the water molecule treated as solute was first optimised at the MP2/6-31G* level of the-

ory using the Gaussian16 software (41)). The system was described using the TIP3P classical force field, except 

for the point charges of the water molecule treated as solute, for which restrained electrostatic potential (RESP) 

point charges were obtained at the HF/6-31G* level of theory. The water solvation box was prepared by using 

the tleap module of the AmberTools19 (42) software. We performed classical molecular dynamics simulations 

using the GPU-accelerated PMEMD (43, 44) software of the Amber18 (42) package. At first, the entire system 

was minimised for 2000 steps using the steepest descent algorithm, followed by another 3000 steps with the 

conjugate gradient algorithm. Subsequently, the water box was heated for 10 ps to 100 K at constant volume 

(NVT), followed by a second heating part for 50 ps to 300 K at constant pressure (NTP). During the heating, 

a timestep of 2 fs was employed and positional restraints were used throughout the entire system by apply-

ing a force constant of 10.0 kcal/(mol Å2). Afterwards, a long production run of 110 ns was performed with 

a time step of 2 fs in the NPT ensemble, of which the first 10 ns were considered as the equilibration part and 

were thus discarded. In all of the MD simulations a Langevin thermostat (45) with a collision frequency of 1 

ps−1 was used. Subsequently, an ensemble of 100 equally spaced snapshots was extracted from the last 100 

ns of the production run and a set of subsequent electrostatic embedding QM/MM state-average CASSCF (46-

48)/CASPT2 (49-52)/TIP3P (53)/ANO-L single point calculations was performed using the OpenMolcas (54,55) 

software. These calculations were performed on top of each snapshot to simulate the electronic ground state, 

the core-excited and the valence-excited states required for the ISXRS simulations. See next section for more 

details about the CASSCF/CASPT2 calculations. To conserve the active space along the snapshots, we employ 

an algorithm (56) in which the molecular orbital (MO) overlap matrix between the MOs of each snapshot and 

those of a reference geometry is computed, on the basis of which the algorithm decides whether certain orbitals 

have to be rotated in the MO space of a snapshot so as to match the active space of the reference. There are



certain situations in which despite a number of rotations of the molecular orbitals, the CASSCF calculation does

not converge to the desired wavefunction (56); in our case it was possible to preserve the active space for 83 out

of the initial 100 geometries, which were then subsequently employed in the ISXRS simulations.

As explained below, the ISXRS signal is simulated by electron dynamics, solving the time-dependent Schrödinger

equation, in which the interaction between the transition dipole moments of the core excited states and the x-ray

laser must be described. Therefore, an accurate calculation of the transition dipole moments is crucial to get

accurate simulations. One of the key ingredients in these calculations is the number of water molecules of the

liquid that should be described with quantum accuracy in the QM/MM scheme. The size of the QM region

is assessed by computing the UV-vis absorption spectrum by increasing the number of water molecules in the

QM region. For that, we performed an ensemble of single point TD-DFT/TIP3P calculations on top of the 100

geometries stemming from the MD trajectory, at the CAM-B3LYP (57)/cc-pVTZ (58) level of theory considering

100 states for each calculation. These single point computations were performed gradually increasing the QM

size, considering 1, 2, 4, 6 and 8 water molecules in the QM region. As can be evinced in Figure S8A, the position

of the first band barely changes, but the second band presents a double-peak structure only when more than

one water molecule is included in the QM region. Since this structure is still present as the number of water

molecules is greater than 2, we therefore proceed with the subsequent calculations by considering a water dimer

in the QM region. It is important to note that the absorption band located between 14 and 15 eV does not appear

in the QM/MM calculations when 8 water molecules are included in the QM region. The reason is that we are

computing only the first 100 electronically excited states of the system and, when the QM region is comprised by

8 water molecules, a large number of electronic states lie already in the low-energy region. Therefore, to describe

the high-energy band at 14-15 eV a larger number of states must be computed. However, this is not needed and

the performance of the computational models with different QM region sizes can be discussed based on the first

two absorption bands peaking at 8-9 eV and 11 eV.

Thus, for the same set of snapshots sampled above, the initial QM water molecule plus its nearest neighbour

were considered in the QM region. For this situation, we use a ANO-S basis set that speeds up the calculations

while still properly describing the electronic structure. Unlike in the case of the water monomer, it is difficult

to define a reference geometry for the water dimer due to the different mutual orientations that both water

molecules can assume. Therefore, a cluster analysis along the 100 ns trajectory was performed, using the k-

means method as implemented in the cpptraj (42, 59) package and considering a maximum number of 6 clusters.

The k-means method is an unsupervised learning algorithm that groups the snapshots into a different number

of clusters. This is performed based on the Euclidean distance between each of the snapshots and the centroids

of the clusters, which are initially chosen in a random way. During the classification process, the centroids of the

clusters are updated based on the coordinates of the snapshots that belong to the clusters. The closest snapshot



Figure S8: Absorption spectrum of water for UV (A) and x-ray (B) frequencies. The UV absorption spectrum in 
panel A was computed at the CAM-B3LYP/cc-pVTZ level of theory on top of the 100 snapshots stemming from 
the MD trajectory. The number of water molecules in the QM region was gradually increased from 1 to 8. The 
oscillator strengths, f , are normalised to the number of QM water molecules. The x-ray absorption spectrum 
(XAS) in B was computed with the full model including propagation that is described throughout this section 
and convoluted with a Lorentzian function of 0.03 eV width, considering a x-ray pulse of 529 eV central photon 
energy, 7 eV spectral width and 80 PW/cm2 peak intensity. The XAS signal is calculated as log (Iin/Iout), where 
Iin/out are the pulse spectral intensities before and after the interaction respectively. The monomer spectrum 
is computed considering gas density (black line, multiplied by a factor of 5000) while the dimer spectrum is 
computed considering liquid density (pink line).

of the trajectory to each of these clusters (in what follows referred to as centroid) was used as the reference 

geometry for all of the geometries present in the corresponding cluster.

For the six representative geometries obtained from the clustering analysis, the MOs of the active space 

were obtained. Then, the MOs of each representative structure were employed as initial guess for the other 

geometries present in the cluster. Such a procedure allows the automation of the calculations and, thus, it is

not necessary running the calculations manually for the 100 snapshots, for which different iterations are likely 

required to converge the MOs inside the active space. However, despite the usage of six different reference MO 

spaces as initial guess for the 100 snapshots, the analysis of the MO overlap matrix between different geometries

indicated that some geometries within the same cluster presented quite different active spaces with respect to 

the corresponding centroids. As a result, a different approach was adopted to obtain an improved guess of

MOs for the sampled geometries: for each of the clusters, a Nudged Elastic Band (60,61) (NEB) calculation was 

performed between each geometry and the centroid of its cluster, with the PM3 (62) method using the Orca 

quantum chemistry package (63). Afterwards, a sequence of CASSCF single point calculations was performed

along each NEB, starting from the centroid (initial point of the NEB) and using for each image the MOs of the 

previous image as guess orbitals until arriving to the sampled geometry (final point of the NEB). In this way,



an improved set of molecular orbitals, i.e more similar to the reference, was obtained for each of the initially 

sampled geometries. The algorithm employed to preserve the active space of the water monomer was also 

applied along the sampled geometries of the dimer, and overall 93 out of the 100 sampled geometries had their 

active spaces recovered/preserved.

Finally, in order to compare the accuracy of our calculations with respect to the experimental measurements, 

we have also computed the x-ray absorption spectrum (XAS) for the monomer and dimer configurations. For 

this, we have employed our full model including propagation effects, as described along this section. In Figure 

S8B we compare the two XAS signals, considering gas density for the monomer (black line) calculations and 

liquid density for the dimer (pink line) calculations. Our results exhibit good agreement with the experimental 

findings for gas and liquid phase XAS, see Figure 13 in (26), which justifies the choice of dimer configurations 

for liquid phase calculations in water. Note that our XAS calculation does not include ionization so our results 

differ from the experimental ones for energies above 538 eV, but this spectral region is out of the scope of the 

present study.

3.3 CASSCF, CASPT2 and dipole moments calculations

We have calculated the lower energy states at the complete active space self-consistent field ( CASSCF) level 

theory. The active space of the ground state contains 12 electrons in 8 molecular orbitals, where the O1s and 

O2s orbitals are considered inactive. As explained in section 3.1, the orbitals we refer here as O2s are actually 

a1 symmetry orbitals. These orbitals are not far in energy from the rest of the HOMOs compared to the O1s 

orbitals and they can rotate with each other. To avoid the rotation of the O2s orbitals we set a supersymmetry 

for both of them. In order to correct the CASSCF energies calculations, both ground state and core-excited state 

energies are calculated using the complete active space second-order perturbation theory (CASPT2), using the 

molecular orbitals optimised at the CASSCF level. The calculations are performed with the ANO-S basis set and 

without considering any symmetry group due to the difficulty of describing each molecular orbital of the water 

dimer. For the CASSCF calculation of the core-excited states, the O2s orbitals are considered inactive, the first 

restricted active space (ras1) contains both O1s orbitals and the second restricted active space (ras2) contains 8 

orbitals. In order to observe the core-excited states of interest O(1s−1)(4a1)
1, we performed a 7 stage-average 

calculation and we rotate the O1s to include it in the active space. The transition dipole moments between the 

ground state and the core-excited state are calculated at the CASPT2 level. The CASSCF, CASPT2 and dipole 

moments calculations were performed with OpenMolcas (54, 55).

These calculations were performed for each of the 93 geometries that preserved the same active space in 

the QM/MM calculation. However, it is convenient to randomly select a reference geometry to illustrate the



electronic configurations and the population dynamics. In Figure S7 (section 3.1) we showed the MOs of water

dimer for the geometry 1. We have described the orbitals according to the electronic configuration of the water

dimer in Cs symmetry given in section 3.1). The six HOMO MOs of the water dimer have a very similar energy

and that is why, depending on the geometry, we can appreciate different electronic configurations. For this

reason, we have decided to represent the results for the ground state, the core-excited and the valence-excited

states for the geometry 1. The electron configuration of the water dimer in the ground state corresponding to

the geometry 1 can be described:

(O(1)1s)2(O(2)1s)2(O(1)2s)2(O(2)2s)2(b2)
2(b2/a1)

2((b2/a1)
∗)2

(a1/b1)
2(b1)

2((a1/b1)
∗)2(4a1)0(4a1)0 (S17)

For that geometry, the correspondence between the excited states and the molecular orbitals is shown in

Table S1.

State Orbital
Ve 1 ((b2/a1)∗)−14a1(1)

1

Ve 2 (a1/b1)
−14a1(2)

1

Ve 3 ((a1/b1)∗)−14a1(2)
1

Ve 4 (b1)
−14a1(1)

1

Ve 5 (a1/b1)
−14a1(2)

1

Ve 6 ((a1/b1)∗)−14a1(1)
1

Ce 1 (O(2)1s)−14a1(2)
1

Ce 2 (O(2)1s)−14a1(1)
1

Ce 3 (O(2)1s)−1((b2/a1)∗)−14a1(1)
2

Ce 4 (O(2)1s)−1(b1)
−14a1(1)

2

Ce 5 (O(2)1s)−1((b2/a1)∗)−14a1(1)
14a1(2)

1

Ce 6 (O(2)1s)−1((b2/a1)∗)−14a1(1)
14a1(2)

1

Ce 7 (O(2)1s)−1(b1)
−14a1(1)

14a1(2)
1

Table S1: Valence-excited and core-excited states and their corresponding molecular orbitals for the geometry 1.

Figure S9 shows the shape of the molecular orbitals (described in Table S1) that will contribute the most 

to the ISXRS process driven by the 529 eV x-ray pulse, as it will be shown in the following sections. Note 

that Table S1 and Figure S9 present just an example of the correspondence between the state number (ordered 

by energy) and molecular orbital, since it changes with the dimer geometry. Note however that even if the 

electronic configuration is not the same in each g eometry, i t is expected that the most significant core-excited 

and valence-excited states will be described by the same MOs.



Figure S9: Molecular orbitals involved in the valence-excited states and the two most important core-excited
states. Orbitals are shown for the geometry 1 according to Table S1. Note that orbitals 4a1(1) and 4a1(2) are
represented in a diffuse mode in gray to distinguish them from the 1s and the valence orbitals.

3.4 Microscopic response upon interaction with the x-ray pulse: time-dependent Schrödinger

equation

The interaction of the microscopic QM geometries with the x-ray pulse was computed by solving the Time-

Dependent Schrödinger Equation (TDSE) for fixed nuclei. This is justified because dynamics are dominated by

electron motion on the attosecond time scale of the pulse. Hence, the TDSE is cast as:

i
d|Ψ(t)⟩

dt
=
[
Ĥ0 + V̂ (t)

]
|Ψ(t)⟩, (S18)

with Ĥ0 the unperturbed electronic Hamiltonian given by the sum of the electronic kinetic energy T̂e and the

Coulombic potential V̂e. The light-matter interaction, V̂ (t), of the x rays with the molecules is written in the

length gauge and written with the position operator as

V̂ (t) = r̂ · E(t), (S19)

where E(t) is the electric field of the x-ray pulse. We assume the ansatz for the time-dependent electronic state

to be given by

|Ψ(t)⟩ = |χgs(t)⟩+
∑
i

|χce;i(t)⟩+
∑
j

|χve;j(t)⟩ (S20)

where |χgs(t)⟩, |χce;i(t)⟩ and |χve;j (t)⟩ are the electronic states in the ground state, the core-excited states and the 

valence-excited states. The core-excited state is characterised by a hole in the 1s orbital of the O atom in either



molecule of the water dimer. We assume those states to be orthogonal, and for this particular case, a solution of

our CASSCF Hamiltonian. The equations of motion for the electrons are then:

i
d|χgs(t)⟩

dt
=

[
T̂e + Egs

]
|χgs(t)⟩+

∑
i

µce;i
gs · E(t)|χce;i(t)⟩

+
∑
j

µve;j
gs · E(t)|χve;j(t)⟩, (S21)

i
d|χce;k(t)⟩

dt
=

[
T̂e + Ece;k − i

Γce;k

2

]
|χce;k(t)⟩+ µ

gs
ce;k · E(t)|χgs(t)⟩

+
∑
i̸=k

µce;i
ce;k · E(t)|χce;i(t)⟩+

∑
j

µve;j
ce;k · E(t)|χve;j(t)⟩, (S22)

i
d|χve;k(t)⟩

dt
=

[
T̂e + Eve;k

]
|χve;k(t)⟩+ µ

gs
ve;k · E(t)|χgs(t)⟩

+
∑
i

µce;i
ve;k · E(t)|χce;i(t)⟩+

∑
j ̸=k

µve;j
ve;k · E(t)|χve;j(t)⟩, (S23)

where µb
a is the dipole moment of the transition from state a to state b and Γa is the Auger decay of the core-

excited state a.

We solve Equations S21, S22 and S23 considering a total of 14 states: the ground state, 6 first valence-excited

states and the 7 first core-excited states, for which the energies and transition dipole moments depend on the

dimer geometry.

Figure S10: Calculated state energies for each geometry. Energies of the core-excited states (A) and valence-
excited states (B) with respect to the energy of the ground state, for the 93 dimer geometries, are each represented 
by a point with colour corresponding to the state label.



In Figure S10 we show the energies of the transitions from the ground state to the core-excited states and

to the valence-excited states. Note that the x-ray pulse central energy is closer to resonance for the first two

core-excited states. Additionally, the Stokes-Raman emission from core-excited states to valence-excited states

is closer to resonance for the first valence-excited states, but since the latter are closer in energy, a number of

valence-excited states will contribute to the emission.

In the TDSE calculations, we model the linearly polarised x-ray pulse considering a Gaussian spectrum, E(ω)

that matches the experimental parameters: 529 eV central photon energy and 7 eV full-width half maximum

(FWHM) for various peak intensities. We assume a flat spectral phase, so in the time domain, the x-ray pulse

duration is about 0.2 fs FWHM (in amplitude).

The population transfer between electronic states upon interaction with the x-ray pulse is shown in Figure

S11 for 3 different dimer geometries (randomly selected) and for a peak intensity of 80 PW/cm2. For all geome-

tries, the majority of the core-excited population is in the two lowest-lying core excited states, but its amplitude

depends on the specific dimer geometry. The population of the valence-excited states, shown in the insets, also

strongly depends on the dimer geometry. Note that the population of the core-excited states follows an Auger

decay while the valence-excited states remain populated after the interaction with the x-ray pulse.

Figure S11: Temporal evolution of the state populations for different geometries. Temporal evolution of the
population of the core-excited states (c.e., dashed lines) and valence-excited states (v.e., solid lines) upon the
interaction with the x-ray pulse, for 3 different dimer geometries and for a peak intensity of 80 PW/cm2. The
insets show a zoom in the valence-excited states population.

The transition of population from the ground state to the excited states also strongly depends on the dimer

orientation with respect to the laser polarisation, as shown in Figure S12 for the geometry 1. Interestingly, the

population of core-excited states is significantly higher in the y-oriented dimer, while the transition towards

valence excited states is higher in the x-oriented dimer. Thus, in order to compute the molecular response we

need to perform a geometry average as well as an orientation average.

The population of valence-excited states exhibits rich dynamics, with fast oscillations during the interaction



Figure S12: Temporal evolution of the state populations for different orientations. Temporal evolution of
the population of the core-excited states (c.e., dashed lines) and valence-excited states (v.e., solid lines) upon
the interaction with the x-ray pulse for the geometry 1. Panels A, B and C show different orientations of the
molecule with respect to the laser polarization. The insets below show a zoom in on the valence-excited states
population.

Figure S13: Timescales of population dynamics with and without core-excited states. (A) Temporal evolution 
of the population of the valence-excited states upon the interaction with the x-ray pulse. (B) Temporal evolution 
of the population of the first v alence-excited s tate w ithout t he p resence o f t he c ore-excited s tates. T he inset 
shows a zoom in on a shorter time scale, where the fast oscillations can be observed. (C) Temporal evolution of 
the population of the first valence-excited state in the presence of the core-excited states.

with the x-ray pulse, followed by an static population, as shown in Figure S13A. In order to understand the

valence excited states population dynamics it is convenient to compare their behaviour with and without the

presence of core-excited states. Figure S13B shows the population of the first v alence-excited s tate u pon the

interaction with the x-ray pulse without the presence of core-excited states or other valence-excited states. In



other words, we perform the TDSE calculations for the ground state and the first valence-excited state only. We

observe very fast oscillations in the population evolution (see inset), following the frequency and envelope of the

x-ray pulse. Note that the x-ray pulse (529 eV) is far off resonant with respect to the transition energy between

these two states (7 eV). Thus, this adiabatic population transfer is caused by the dressing of the involved states

by the strong x-ray pulse. This effect is also present when we include the core-excited states in our calculations,

as shown in Figure S13C. However, in this case we see a net population transfer after the interaction with the

x-ray pulse, due to the Raman process.

3.5 Macroscopic propagation effects

To simulate the propagation effects we extract the induced time-dependent dipole from the TDSE simulations,

which allow us to calculate the time-dependent induced polarisation density, P (t). We compute P (t) for each of

the 93 geometries of the water dimer and considering 6 different orientations with respect to the laser polarisa-

tion for each geometry. Then, we obtain the average time-dependent induced polarisation density, Pav(t). The

propagation effects on the x-ray pulse as it travels through the liquid sheet are computed from the unidirectional

pulse propagation equation derived from Maxwell equations in the frequency domain (31):

∂zE(ω, z) = ikzE(ω, z) + i
ω2

2ϵ0c2kz
Pav(ω, z)−

ω

2ϵ0c2kz
j(ω, z), (S24)

wher e z is the propagation direction and we assume kx = ky = 0. The term j(ω, z) is the contribution of 

the free charges. Since the liquid sheet is only a few microns thick and the total population of core-excited 

states is below 10−2 (after averaging over all geometries and orientations), we neglect the ionisation effects, 

considering j(ω, z) = 0, so only the bound charges affect the propagation of the x-ray pulse. Note that both 

Pav(ω, z) and E(ω, z) are updated at each propagation step, dz: the polarisation density Pav(ω, z) from the TDSE 

calculations at the microscopic level is used to obtain E(ω, z + dz) from Eq. (S24). Then, the propagated x-ray 

pulse E(ω, z + dz) is used as an input for new TDSE calculations, which provides Pav(ω, z + dz), and so on. The 

numerical calculations are performed using a Runge-Kutta of 4th-order algorithm and considering a moving 

reference frame with the group velocity of the pulse to improve the numerical convergence, which is reached 

for dz = 0.05 µm. Finally, we convolute the propagated spectrum, E(ω, z), using a Lorentzian function of 0.5 

eV width, to simulate the experimental measurement conditions. As a consequence, E(ω, z) shows a smoother 

shape.

In Figure S14 we show a comparison of the average induced polarization density at the beginning of the 

target (Pin) and at the end of it (Pout) to illustrate how the propagation effects affect it. In panel A we show the 

induced polarization density in the temporal domain, where we can see that as a consequence of the propagation



Figure S14: Induced polarization density in the temporal (A) and spectral (B-C) domains. Panels A and B
show that the average induced polarization at the end of the target (orange) loses amplitude and reshapes with
respect to the beginning of the target (blue). Panel C shows a comparison between the average polarization
density (blue) and the single-geometry single-orientation induced polarization density (green) at the beginning
of the target.

Figure S15: The influence of propagation effects on population dynamics for different orientations. Temporal 
evolution of the population of the core-excited states (c.e., dashed lines) and valence-excited states (v.e., solid 
lines) for the geometry 1 upon the interaction with the propagated x-ray pulse. The propagation distance is 
2.9 µm, which corresponds to the thickness of the liquid water sheet. Panels A, B and C show different orienta-
tions of the molecule with respect to the laser polarization. The insets bellow show a zoom in the valence-excited 
states population.

P (t) reduces its amplitude and its duration in time. In panel B we show the induced polarization density in the

spectral domain, where the main spectral components are found in the absorption region (range between 535

eV and 537 eV). These frequency components are associated to the transitions between the ground state and the

core-excited states, and their amplitudes decrease due to the propagation effects in the driving x-ray pulse (as



will be shown in the following section). The formation of the Stokes feature (at around 526 eV) can be observed

in the single-geometry single-orientation response, as it is shown in panel C, but it is not directly illustrated

in the average polarization as the amplitude and phase changes through the whole propagation must also be

accounted for (the phase between the induced polarization density and the driving electric field influences how

the different spectral components will contribute to the resulting electric field upon propagation).

Figure S15 shows the influence of the propagation effects on the population dynamics for the geometry 1. We

show the temporal evolution of the populations at the end of the liquid sheet, which has a thickness of 2.9µm.

Due to the propagation effects on the x-ray pulse, which result in a tail and secondary pulses in the temporal

domain (shown in Figure 4A in the main text) and modifications in the spectral content due to the absorption

and the Raman emission, the population dynamics change with respect to the single dimer response (shown in

Figure S12 for the same geometry). On the one hand, the core-excited states are less populated and their Auger

decay is distorted by the presence of the secondary pulses. On the other hand, the valence-excited states exhibit

richer dynamics during the interaction with the tail of the x-ray pulse.

3.6 Raman features in the transmission

The Raman process can be observed in the spectral features that the x-ray pulse acquires along its propagation.

It is now useful to calculate the transmittance along the x-ray pulse spectrum as T (ω) = IT (ω)/I0(ω), where

I0(ω) is the spectral intensity of the initial (not propagated) x-ray pulse and IT (ω) is the spectral intensity after

propagation (i.e. after its interaction with the water sheet).

Figure S16: Transmittance of the water sheet for different propagation distances. (A) The strongest feature 
is the absorption at about 535 eV. (B) Magnification o f t he spectral region w here the R aman e mission occurs 
(around 526 eV).

Figure S16 shows the transmittance for an x-ray pulse that has propagated through a liquid water sheet of

3 µm thickness at different propagation distances. The most evident feature is the strong absorbance at about



Figure S17: Transmittance of the water sheet when varying the x-ray pulse peak intensity from 20 PW/cm2 to
100 PW/cm2. (A) The transmittance barely changes with the x-ray pulse intensity in the absorption region. This
means that the absorption is mostly linear with the intensity. (B) Raman is a second order process and thus the
emission feature is non-linear with intensity.

535 eV (Figure S16 A), as a result of the electronic transition from the ground state to the core-excited states. The

transitions from the core-excited states to the valence-excited states result in the Stokes-Raman emission around

526 eV (Figure S16 B).

Figure S17 shows the transmittance for different peak intensities of the x-ray pulse that enters the water sheet.

For the absorption feature, the transmittance is mostly intensity independent, as shown in panel A. Thus, the

absorption is mostly linear with the x-ray pulse intensity. However, the emission at 526 eV is non-linear with the

peak intensity, which leads to an intensity-dependent transmittance, as shown in panel B.

Figure S18: Transmittance of the water sheet for 3 different dimer geometries. (A) Each geometry exhibits 
well defined absorption features at different energies. (B) The energies of the Raman emission are also geometry 
dependent.

Finally, Figure S18 shows the transmittance for single dimer geometries, again for a water sheet of 3 µm

thickness. As expected, each geometry exhibits well defined absorption and emission peaks at different photon



energies.

4 Additional data

4.1 Theory

4.1.1 Time-Frequency Analysis of the IXSRS signal

In this section we present the Time-Frequency Analysis (Gabor transform) of the x-ray pulse after its interaction 

with the water target. This analysis allow us to understand how the absorption and Raman emission take place 

from the temporal point in view. In figure S19 we show the Time-Frequency Analysis of the x-ray pulse after its 

interaction were we have subtracted the Time-Frequency Analysis of the same x-ray pulse before the interaction. 

Note that the width of the Gaussian spectral window used to perform the Time-Frequency Analysis determines 

the temporal and spectral resolutions: a wide spectral window results in better temporal resolution but loses 

spectral resolution, and a narrow spectral window does the opposite. This aspect is crucial to correctly interpret 

the results.

In panels A and B, we have used a wide spectral window (3.7 eV) to obtain a better temporal resolution of 

the signals. Figure S19 A shows the spectral region where the absorption occurs (blue feature). Interestingly, at 

a later time after the absorption, we observe a re-emission (yellow feature) in a similar frequency range. This re-

emission can explain the apparent saturation in the absorption at high intensities, and it seems to be responsible 

of the temporal distortion of the x-ray pulse upon propagation, including the appearance of secondary pulses. 

On the other hand, Figure S19 B shows the spectral region where the Raman emission occurs (red feature). For 

this analysis, we have filtered out the high frequency comments, to ensure that the absorption at 535 eV does 

not affect the Raman emission signal. Our results show that the Raman emission takes place during a period of 

time of about 500 as, during the interaction of the x-ray pulse.

In panel C we analyse the frequency components of the tail of the pulse that appears upon propagation. For 

this, we have used a spectral window of 0.5 eV, that allows us to obtain better resolution in the frequency domain. 

We have also temporarily filtered out the main part of the x-ray pulse (up to a time equal to 0.5 fs) prior to the 

TFA calculation in order to isolate the pulse tail. This analysis shows that the tail of the pulse is composed of the 

frequencies corresponding to the transition between the ground state and the core excited states (in particular 

the two first core-excited s tates, corresponding to 535 eV and 536 eV a pproximately). T hus, the propagation 

effects mainly involve 3 electronic states: the ground state and the first two core-excited states, and these two 

main frequencies, ωce1 and ωce2 , are first a bsorbed f rom t he x -ray p ulse a nd t hen p artially r eemitted. A s a 

consequence, in the temporal domain, the x-ray pulse develops oscillations with the period associated to the



Figure S19: Time-Frequency Analysis (TFA) of the X-ray pulse after the interaction with the liquid sheet. We 
have subtracted the Time-Frequency Analysis of the x-ray pulse before the interaction, in order to better see the 
absorption and Raman emission features. We use a spectral window of 3.7 eV to obtain information about the 
temporal evolution in the absorption (A) and emission (B) regions, and a spectral window of 0.5 eV to obtain 
information about the frequency components of the pulse tail that appears upon propagation (C). In the latter 
case the main part of the x-ray pulse has been temporarily filter prior to the TFA calculation in order to isolate 
the pulse tail.

beating between the two frequencies: ∆t = 2π/(ωce2 − ωce1 ) as described in (34, 64). Note that these frequencies 

are slightly geometry-dependent so the resulting period is combination of several values.

4.1.2 Effects of central energy detuning

In this section we explore the consequences of detuning the central energy of the x-ray pulse to 525 eV, while we

increase the peak intensity. In this regime, the x-ray pulse is detuned from the energies required to access the 

core-excited states.

In Figure S20 we show the transmittance for 3 different peak intensities. It is illustrative to compare this 

figure with Figure S 17. The absorption features are found at the same energies as for 529 eV x-ray pulses, but

the saturation of the absorption is more evident in the new regime and the transmittance is slightly higher.



Figure S20: Transmittance of the water sheet for an x-ray pulse with a central energy of 525 eV and 3 different
peak intensities. (A) Similar absorption features. (B) Raman emission showing broadening and shifting towards
lower energies.

Figure S21: State populations for ISXRS with a a detuned x-ray pulse.Temporal evolution of the population of 
the core-excited states (c.e., dashed lines) and valence-excited states (v.e., solid lines) upon the interaction with 
the detuned x-ray pulse for the geometry 1 and after orientation averaging. The insets shows a zoom in on the 
valence-excited states population.

On the other hand, the Raman emission presents more changes with respect to the 529 eV case. Although the 

peak is of the same magnitude, it becomes broader and shifts towards lower energy. This shift was expected,

as now it is more favorable to populate the valence states with higher energies, as shown in Figure S21, where

the population of the 5th valence excited states have increased compared to those corresponding to the 529 eV 

x-ray pulse, shown in Figure 3 of the main text. Thus the energy difference between core-excited states and

the populated valence excited states decreases. The broadening of the peak can be understood as an increase

of the population of virtual states as the intensities are higher. It is worth noting that for 525 eV there is an 

increase in relative excitation of valence-excited states with respect to the core-excited states. This is reflected



Figure S22: Temporal effects on the x-ray pulse after propagation. The x-ray pulse temporal profile is shown 
before entering the water sheet (black line), after propagating 1.45 µm (purple line), and at the end of the water 
sheet of 2.9 µm thickness (violet line), for 529 eV central energy and 8 × 1016 W cm−2 peak intensity (A) and for 
525 eV central energy and 4 × 1017 W cm−2 peak intensity (B).

in the reduction of the absorption and increase of emission seen in Figure S20. Thus for 525 eV we found an 

enhancement of the two-photon transition with respect to the one-photon absorption.

The implications of the detuning and increase of the peak intensity of the x-ray pulse on the propagation 

effects are shown in Figure S22. For the detuned x-ray pulse with higher intensity, the temporal profile of the 

propagated x-ray pulse is less affected by propagation effects, relative to the peak amplitude of the electric field.

4.1.3 Effects of the x-ray pulse chirp

Here we explore the effects of a linear chirp (i. e. group delay dispersion, GDD) in the x-ray pulse. We again 

consider an x-ray pulse with 529 eV central energy propagating through a 2.9 µm water sheet. In Figure S23 

we present the transmittance for 4 different new scenarios. First, we consider two different values of positive 

linear chirp (GDD > 0) that increase the pulse duration with respect to the Fourier Limit (FL, blue line, GDD 

= 0) by a factor of 1.5 (red line, GDD = 0.0087 fs2) and 2 (yellow line, GDD = 0.0153 fs2). Second, we consider 

a negative (anomalous) linear chirp (GDD < 0) that increases the pulse duration with respect to the FL by a 

factor of 1.5 (purple line, GDD = −0.0087 fs2). In these 3 cases, the peak intensity is chosen to be the same as 

in most of the theoretical calculations presented in this document (8 × 1016 W cm−2), which implies that, since 

the chirped pulses have a longer duration, they also carry more energy. Thus, we also present the results for the 

same negative chirp but reducing the peak intensity (green line, GDD = −0.0087 fs2, 5.33 × 1016 W cm−2), so 

that the total energy of the pulse is the same as in the FL case (but the duration is longer).



Figure S23: Effects of a linear frequency chirp in the x-ray pulse on the absorption (A) and emission (B) 
features in the transmittance. The inset in panel A shows a zoom in the spectral region where the absorption is 
stronger. We show our results for the FL case (blue), for a positive linear chirp that increases the pulse duration 
as τ = 1.5× FL (red) and τ = 2× FL (yellow), and for a negative linear chirp that increases the pulse duration as 
τ = 1.5× FL (purple). The negative chirp increases the ISXRS signal even when the x-ray pulse peak intensity is 
reduced to 5.33 × 1016 W cm−2 (green), so the energy of the pulse matches that of the FL case.

Our results show that the linear chirp does not significantly affect the shape of the absorption (A) and ISXRS

emission features (B) but it decreases (positive chirp) or increases its amplitude (negative chirp). This tendency 

was expected, as for the negative chirp the high energy photons arrive to the water target earlier than the low 

energy photons, which enhances the ISXRS phenomenon (as interaction with higher energy photons during

absorption must be followed by the interaction with low energy photons during Raman emission). This effect is 

present even if we adjust the peak intensity of the x-ray pulse (by reducing it) so the energy of the pulse is the 

same as the Fourier Limit case (see the green line).

4.1.4 Comparison with monomer calculations

In this section we show the theoretical results for a water molecule monomer, in order to understand the effects 

of the hydrogen bonding that was present in the dimer. In Figure S24 we present the transmittance for an x-

ray pulse with the same characteristics as in Figure S16 upon interaction with the monomers, averaging over 6 

different orientations with respect to the x-ray pulse polarization. In comparison with the dimer, the monomer

calculations show narrower peaks both in the absorption and Raman emission spectral ranges. The reason is 

that in the dimer, the energies of both core-excited and valence-excited states depend on the specific geometry, 

as the bond between the two molecules depends on their relative orientation. Thus, the combination of all the

different geometries results in broader peaks.

Another difference between the monomer and the dimer is that the first absorption peak is found at lower 

energies for the monomer. These results are in agreement with the x-ray absorption spectroscopy (XAS) spectra



Figure S24: Transmittance of the monomer water sheet for different propagation distances and the same x-ray
pulse parameters as in Figure S16. (A) The absorption shows 3 distinct and narrow peaks at 534 eV, 536 eV and
537.5 eV. (B) The Raman emission shows two double peaks at 526 eV and 524 eV.

for H2O as measured in ice, liquid water, and vapour (26).

4.2 Experiment

4.2.1 Stimulated Rayleigh scattering

We made additional measurements of the nonlinear emission using x-ray pulses with a central photon energy

of 533 eV. The intensity dependence of the B(ω) in this energy regime is shown in Figure S25, calculated in

the same way as Figure 2 of the main text. At approximately 534.5 eV, B(ω) increases linearly with intensity,

consistent with a two-photon emission process, or two-photon reduction in absorption. This feature overlaps

with the pre-edge absorption feature corresponding to excitation to the 4a1 valence orbital.

We identify two mechanisms which contribute to this signal. The first is impulsive elastic scattering, anal-

ogous to the ISXRS discussed in the main text (see Figure 2 of main text), but instead coupling the ground

electronic state to itself via the intermediate core-excited state 1a−1
1 4a1 and therefore competing with the linear

absorption to the core-excited state. The second is a reduction in absorption due valence ionisation followed by 

interaction with H2O+ ions, which experience several eV shift to higher binding energy of the O K-edge (29).

4.2.2 Cationic resonant absorption

When x rays with central photon energy of 527 eV are incident on the sample, the Stokes-Raman effect at 527 eV 

is diminished compared to at a central photon energy of 529 eV. This is expected as the x-ray pulse is further 

detuned from the pump transition. This allows an additional feature, at 527 eV to be identified, shown in Figure 

S26. This feature shows a decrease in transmission when moving to the high intensity regime, consistent with 

valence ionisation followed by resonant absorption of the cation. This feature can also be seen in the 529 eV



Figure S25: Nonlinear emission of 533 eV central photon energy x rays impinging on the liquid sheet. (A)
False colour map showing the spectrally resolved nonlinear emission binned on intensity at the focus. Black
dashed lines at 534.2 eV and 535 eV indicate the energy region in which stimulated elastic scattering is observed.
The black dash-dotted line shows the average incident x-ray spectrum and the solid green line shows the mea-
sured linear absorption. (B) The integrated spectrum in the region surrounding the elastic scattering feature. A
linear intensity-dependence is observed.

Figure S26: Comparison of the transmission through the sample in the high and low intensity regimes with 
527 eV central photon energy incident x rays. (A) false colour map of the nonlinear emission. Red (blue) implies 
an increase (decrease) in the detected counts when in focus compared to defocussed. The resonant absorption 
process displays as a blue region at 527 eV, indicated by the dashed vertical lines. (B): A lineout of the nonlinear 
emission false-colourmap at intensities 56-62 PWcm−2 showing negative values at the aforementionned reso-
nance. Errors are shown as shaded regions at 1 standard deviation. (C) The absorption of the sample in both 
intensity regimes. The high intensity regime is estimated as thirteen times more intense than the low intensity 
regime. An increase the the optical density is observed only when the x rays are focussed. Errors are shown at 2 
standard deviations.



Figure S27: A spatially resolved x-ray spectrum, acquired in PVB mode. A) The average image on the camera
in PVB mode, with no sample. The white lines shows the sum over each axis. The width of the beam is approxi-
mately half the size of the camera. Bottom: change in transmission in the region of interest of the Stokes Raman
emission when moving to the nonlinear regime (into focus), for low (B) and high (C) pulse energies. The change
in transmission is shown for each row of pixels on the spatial axis.

incident x-ray spectra, and appears at approximately 0.8 eV above the Stokes emission of the ISXRS process.

Positive nonlinear emission is observed below 526 eV, which may be attributable to ISXRS; however, with less

data here compared to at a central photon energy of 529 eV, it is less statistically significant.

4.2.3 Observation of spontaneous emission

In addition to the data presented in the main text (Figure 2), we recorded data with the CCD detector operating

in a partial vertical binning (PVB) mode. In this mode, data was only collected at 60Hz, but has 8 pixels in the

spatial axis of the spectrometer. This allows us to measure the divergence of the x rays and, importantly, the

relative divergence of any emission. Figure S27 shows the average of a liquid out run in PVB mode. The waist of

the x rays at the detector, along the dispersive axis of the spectrometer, is approximately half the spatial extent

of the camera, with a reduction of almost 2 orders of magnitude between the counts at the edge of the camera

compared to the centre. This is well suited to measuring changes in the divergence as the beam.

Figure S27b shows the spatial dependence of the measured absorption and emission at 529 eV central photon



energy, at low intensity. The background on the camera due to stray light from the XFEL varies in brightness 

accross the detector. This background, which is lower at the top of the CCD (high pixel number), reduces the 

observed absorption when it is fractionally larger. To account for this, an offset of the average of a small energy 

region just below 525 eV has been included.

A divergence dependent emission centred on the beam centre can be seen at high pulse energies and not at 

low pulse energies. We can also rule out the measurement of spontaneous emission, which would be divergence-

independent and therefore two orders of magnitude stronger at the edge pixels in this absorption measurement. 

This is in line with expectations: if we overestimate the collection efficiency o f t he x -ray s pectrometer used 

by assuming the interaction point is at the slit, the acceptance angles of 2.6 mrad × 60 mrad gives a collection 

efficiency for spontaneous emission of, at best, 0.0012 %.

4.2.4 Gas-phase absorption induced by tight-focussing

In Figure 2 of the main text we show nonlinear emission as a function of intensity, B(ω; I), which is the dif-

ference in the absorption measured with the x-ray pulses focussed into the plane of the liquid sheet and 10 cm 

downstream of the liquid jet. Importantly, as stated in the main text, we account for artefacts from the nonlinear 

emission due to an increased water vapour pressure in the vicinity of the jet by normalising to (subtraction after 

taking the logarithm) the nonlinear emission at low intensity. When the x-ray pulses are focussed onto the liquid 

target, enough energy is deposited to create a plume which disperses plasma, vapour, and aerosols into the sur-

rounding vacuum. In the 8.3 ms before the next pulse, the plasma recombines and the result is a long-term (over 

many pulses) increased ambient pressure of water vapour in the target chamber. Without normalising to the 

nonlinear emission at low intensity, we therefore measure an artefact of gas-phase linear x-ray absorption. For 

completeness, we show the un-normalised nonlinear emission in Figure S28. The negative feature in the region 

of 534 eV is due to the 4a1 resonance of isolated H2O molecules (26). It does not depend on the single-shot peak 

intensity, and therefore is not visible in Figure 2 of the main text. The emission feature at 526 eV can be attributed 

to ISXRS.



Figure S28: Nonlinear emission with 529 eV central photon energy x-rays, including vapour phase artefacts.
The false colour map show B(ω), as in the main text, but before normalising to low intensity to remove intensity
independent effects. Absorption due to increases ambient water vapour pressure is seen most strongly at 534 eV.
The green line shows the measured water absorption and the dash-dotted black line shows the average incident
spectrum.



5 Caption accompanying Movie S1

Raman exciton migration induced by the x-ray attosecond pulse in a water dimer within the QM region.

The movie shows the evolution of the coherent part of the transient electron density. The red (blue) isosurface

indicates a positive (negative) electron density with respect to the equilibrium, i.e. before the Raman excitation.
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