Dielectric response, nonlinear-optical processes, and the Bloch–Maxwell equations for polarizable fluids
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Reduced equations of motion, which generalize the Bloch–Maxwell equations to polarizable fluids with intermolecular interactions, are derived. Local-field effects are analyzed using the solvable limiting case of a perfect crystal. The dielectric function $\epsilon(k, \omega)$ and the nonlinear susceptibility $\chi^{(3)}$ are explicitly evaluated for a model system. Two four-wave mixing techniques, which provide a direct probe for transport processes, are analyzed: the transient grating and its frequency-domain analog. A unified picture is provided for transport phenomena, cascading, and polariton effects.

1. INTRODUCTION

Nonlinear spectroscopic techniques, particularly four-wave mixing (4WM) processes, provide important tools for monitoring the dynamics of molecular electronic and vibrational excited states in condensed phases.1-4 The most common 4WM techniques include transient grating,5-10 stationary8,11,12 and time-resolved13-19 coherent Raman spectroscopy, hole burning,20,21 and photon echoes.22-25 Considerable theoretical effort was devoted toward calculating the nonlinear susceptibilities of dilute absorbers that do not interact with one another but do interact with a thermal bath. Such single-absorber models can be used in the interpretation of nonlinear-optical experiments performed on low-concentration impurities in mixed crystals,24-26 glasses,20 and dilute solutions.27-30 The resulting nonlinear susceptibilities depend on the frequencies of the various fields ($\omega_j$) but do not depend explicitly on the wave vectors ($k_j$). The nonlinear process itself depends on the wave vectors through the phase-matching condition but not through the nonlinear susceptibility. In perfect molecular crystals, where the absorbers do interact, the nonlinear susceptibilities depend explicitly on wave vectors.31-33 In these cases, it is possible to use translational invariance and to use the exact eigenstates of the crystal toward the calculation of nonlinear susceptibilities. The situation is more complicated, however, for molecules in solution, mixed crystals, or glasses. In these cases the system is disordered, and interactions among the absorbers can be significant, leading to various transport, energy-transfer, and relaxation processes. Much of this information is contained in the wave-vector dependence of the nonlinear susceptibilities. Because the exact many-body eigenstates of disordered systems are not readily available, an approximate theoretical framework needs to be developed for the calculation of nonlinear-optical processes in disordered media. Considerable attention was given recently to studies of 4WM processes in interacting absorbers. The transient-grating (TG) technique was used to study excitonic motion in a wide variety of systems, including molecular crystals,3,7,26 ionic crystals,8 and solutions.7 Loring and Mukamel3,10 studied the exciton motion in a perfect crystal by using the Haken–Strobl model. Several 4WM experiments were performed in an attempt to observe the Anderson transition.33-35 The possibility of using the photon-echo experiment to investigate the excited-state dynamics of interacting absorbers in disordered systems was considered by several authors.36-39

In this paper we consider the linear (dielectric) and the nonlinear-optical response of a fluid of interacting polarizable molecules. Our approach is based on the derivation of reduced equations of motion (REM) for a set of relevant molecular variables.39 The REM are expanded perturbatively in the intermolecular interactions. Our REM generalize the conventional Bloch–Maxwell equations40 to include explicitly transport processes and intermolecular interactions. The resulting nonlinear susceptibilities are therefore both frequency and wave-vector dependent. In Section 2 we define the nonlinear-optical processes and susceptibilities. In Section 3 we introduce general formal definitions for the lowest nonlinear susceptibilities, $\chi^{(2)}$ and $\chi^{(3)}$, representing three-wave mixing and 4WM, respectively. Local-field and cascading effects are discussed. In Section 4 we specialize to a simple model of a polarizable fluid consisting of interacting two-level systems. Using projection-operator techniques, we derive the generalized Bloch–Maxwell equations that include the effects of intermolecular interactions. In Section 5 we analyze the linear response and the dielectric function predicted by our REM. There are several options for defining the local field by properly modifying the intermolecular interactions. To clarify this point, we derive in Appendix A the dielectric constant $\epsilon(k, \omega)$ for a perfect crystal of interacting absorbers, including an arbitrary intermolecular interaction $J_0(\mathbf{r})$. That function is used to analyze the proper choice of the local-field corrections. In Section 6 we present explicit examples of 4WM processes (i.e., the TG and its frequency-domain analog) in which intermolecular interactions play a significant role. Finally, in Section 7 we summarize and analyze our results.

2. NONLINEAR RESPONSE FUNCTIONS AND SUSCEPTIBILITIES

In this section we introduce the notation and the basic definitions and dynamic variables to be used throughout this
Hint is the radiation–matter interaction, which in the dipole approximation assumes the form

$$\nabla \times \nabla \times E = -\frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} - \frac{4\pi}{c^2} \frac{\partial^2 P}{\partial t^2}. \tag{1}$$

Here $P$ is the polarization in the medium. For an isotropic medium we can separate the transverse and longitudinal parts of $E(r, t)$ and $P(r, t)$, and the transverse parts are related by the wave equation

$$\nabla^2 E - \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 P}{\partial t^2}. \tag{2}$$

In Eq. (2) and in the remainder of this paper, $E$ and $P$ will denote the transverse part of the Maxwell field and the polarization, respectively. We shall adopt a complete microscopic description of the material system and shall assume that it consists of interacting neutral molecules whose density matrix is $\rho(t)$. We further assume that the intermolecular interactions do not allow for charge transfer, which is usually the case when the intermolecular separation is sufficiently large. We thus allow for the formation of Frenkel excitons but not for Wannier excitons. The polarization operator can be expressed as a sum of single-molecule operators, i.e.,

$$P(r) = \sum_{j=1}^{m} (-1)^{j-1} \nabla^{j-1} \sum_{m} \mu_m^{(j)} (r - r_m). \tag{3}$$

Here the index $m$ runs over the molecules. $r_m$ is the center of mass of the $m$th molecule, $\mu_m^{(j)}$ is its $j$th multipole, and we are using a tensor notation. The first ($j = 1$) term in Eq. (3) is the dipole operator

$$P(r) = \sum_{m} \mu_m^{(1)} (r - r_m), \tag{4}$$

where $\mu_m^{(1)} = \mu_m (r_m)$ is the dipole operator of the $m$th molecule. In this paper we adopt the dipole approximation and use Eq. (4). The polarization $P(r, t)$ is the expectation value of the polarization operator

$$P(r, t) = Tr[\hat{P}(r) \rho(t)], \tag{5}$$

where $\rho(t)$ is the complete many-body density matrix of the material system, which evolves in time following the Liouville equation

$$\frac{d\rho}{dt} = -i L \rho - i L_{\text{int}} \rho. \tag{6}$$

Here $L$ is the Liouville operator, defined as

$$L A = \frac{1}{\hbar} [H, A], \tag{7a}$$

$$L_{\text{int}} A = \frac{1}{\hbar} [H_{\text{int}}, A], \tag{7b}$$

where $H$ is the total Hamiltonian for the material system and $H_{\text{int}}$ is the radiation–matter interaction, which in the dipole approximation assumes the form

$$H_{\text{int}} = -\sum_{m} \mu_m E_{L}(r_m, t). \tag{8}$$

$E_L$ is the local field acting on the $m$th molecule and $\mu_m$ is its dipole operator. As noted by Lorentz, $E_L$ in general is different from the Maxwell field $E$, which is the average field in the medium. We shall assume that $E_L$ and $E$ are related by a formula of the form

$$E_L(r, t) = E(r, t) + \frac{4\pi}{3} \int d \mathbf{r}' \eta(r - r') P(r', t), \tag{9a}$$

or, on transforming to $k, \omega$ space,

$$E_L(k, \omega) = E(k, \omega) + \frac{4\pi}{3} \eta(k) P(k, \omega). \tag{9b}$$

Throughout this paper we shall adopt the following definition of a Fourier transform:

$$A(k, \omega) = \int d r \int d t \exp(i \omega t - i \mathbf{k} \cdot \mathbf{r}) A(r, t), \tag{10a}$$

$$A(r, t) = \frac{1}{(2\pi)^4} \int d k \int d \omega \exp(-i \omega t + i \mathbf{k} \cdot \mathbf{r}) A(k, \omega). \tag{10b}$$

The choice of $\eta(k)$ depends on the nature of the system. The local field accounts for part of the intermolecular interactions. The form of $\eta(k)$ is therefore intimately connected with the nature of the material Hamiltonian $H$. In principle we could have included in Eq. (9a) a convolution over space and time, letting $\eta$ depend on $r$ and $t$. In Eq. (9b) this generalization amounts to replacing $\eta(k) \eta(k)$ by $\eta(k)$, $\eta(k, \omega)$. We shall show in Section 5 that Eqs. (9) provide an adequate definition for the local field for point dipoles in a cubic lattice. In that case, Eqs. (9) hold in the long-wavelength $k \rightarrow 0$ limit, provided that we eliminate the dipole–dipole interactions in the Hamiltonian $H$ [Eqs. (7)] and we set $\eta(k) = 1.41, 44, 46, 49$ For extended charge distributions, $\eta(k)$ is usually less than one. For metals or free excitons, $\eta(k)$ is usually $0$, i.e., the local field is assumed to be the same as the Maxwell field. In the remainder of this section and in Sections 3 and 4 we shall assume that $\eta(k)$ is known since it may be calculated from a detailed knowledge of the microscopic charge distribution. A procedure for calculating $\eta(k)$ and constructing the Hamiltonian $H$ in a systematic way that avoids overcounting of intermolecular interactions is developed in Section 5. Equations (2)–(6) and (9) provide a closed set of equations that permit us, in principle, to solve simultaneously for the density matrix of the material system $\rho(t)$ and for the electromagnetic field $E$. These equations are still too complicated since they contain the entire material many-body density matrix. The main goal of this paper is to develop an appropriate reduced description toward the approximate evaluation of the polarization [Eq. (6)] for nonlinear-optical processes. We shall now introduce the nonlinear response functions that will be calculated later. They are defined by expanding $P(r, t)$ in a power series in $E_L(r, t)$, i.e.,
where we assumed that the electromagnetic field interacts with the system at times $r_1$, $r_2$, and $r_3$, and we have introduced the time variables $t_1 = r_2 - r_1$, $t_2 = r_3 - r_2$, and $t_3 = t - r_3$ to denote the intervals between successive radiation–matter interactions. We can write the polarization in the $k$, $\omega$ domain as

$$P(k, \omega) = R^{(1)}(k, \omega)E_L(k, \omega)$$

$$+ \int \frac{d\omega_1}{d\omega_2} \int d\omega_3 \int dk_1 \int dk_2 R^{(2)}(k_1, \omega_1, k_2, \omega_3)$$

$$\times E_L(k_1, \omega_1)E_L(k_2, \omega_3)\delta(\omega - \omega_1 - \omega_3)\delta(k - k_1 - k_2)$$

$$+ \int \frac{d\omega_1}{d\omega_2} \int d\omega_3 \int dk_1 \int dk_2 \int dk_3$$

$$\times R^{(3)}(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3)$$

$$\times E_L(k_1, \omega_1)E_L(k_2, \omega_2)E_L(k_3, \omega_3)$$

$$\times \delta(\omega - \omega_1 - \omega_2 - \omega_3)\delta(k - k_1 - k_2 - k_3) + \ldots$$

(12)

Here $R^{(n)}$ is the nonlinear response function to $n$th order in $E_L$. $R^{(n)}$ are related to $R^{(n)}$ by a simple Fourier transformation:

$$R^{(1)}(k, \omega) = \int d\mathbf{r} \int_0^\infty dt \times \exp(\mathbf{i} \omega t - \mathbf{i} k \cdot \mathbf{r})R^{(1)}(\mathbf{r}, t),$$

(13a)

$$R^{(2)}(k_1, \omega_1, k_2, \omega_2) = \int d\mathbf{r}_1 \int d\mathbf{r}_2 \int_0^\infty dt_1 \int_0^\infty dt_2$$

$$\times \exp(\mathbf{i} \omega_1 t_1 + \mathbf{i} \omega_2 t_2 - \mathbf{i} k_1 \cdot \mathbf{r}_1 - \mathbf{i} k_2 \cdot \mathbf{r}_2)R^{(2)}(\mathbf{r}_1, t_1, t_2, t_3),$$

(13b)

$$R^{(3)}(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3) = \int d\mathbf{r}_1 \int d\mathbf{r}_2 \int d\mathbf{r}_3 \int_0^\infty dt_1 \int_0^\infty dt_2 \int_0^\infty dt_3$$

$$\times \exp(\mathbf{i} \omega_1 t_1 + \mathbf{i} \omega_2 t_2 + \mathbf{i} \omega_3 t_3 - \mathbf{i} k_1 \cdot \mathbf{r}_1 - \mathbf{i} k_2 \cdot \mathbf{r}_2 - \mathbf{i} k_3 \cdot \mathbf{r}_3)$$

$$\times R^{(3)}(\mathbf{r}_1, t_1, \mathbf{r}_2, \mathbf{r}_3, t_2, t_3).$$

(13c)

The microscopic calculation of $R^{(n)}$ and $\tilde{R}^{(n)}$ is the main goal of the present paper. Once $R^{(n)}$ and $\tilde{R}^{(n)}$ are evaluated, Eqs. (12) can be substituted into Eqs. (2) and (9), and a closed equation for the Maxwell field $E$ can be obtained. $R^{(n)}$ or $\tilde{R}^{(n)}$ thus contain the complete microscopic information necessary for the calculation of any nonlinear-optical experiment. Finally, it will be useful to expand the polarization $P$ in powers of the Maxwell field $E$ rather than the local field $E_L$. We thus define

$$P(r, t) = P^{(1)}(r, t) + P_{NL}(r, t),$$

(14a)

where $P^{(1)}$ is to first order in $E$ and $P_{NL}$ represents the nonlinear contribution to the polarization

$$P_{NL}(r, t) = P^{(2)}(r, t) + P^{(3)}(r, t) + \ldots$$

(14b)

We further introduce the frequency and wave-vector-dependent dielectric function $\epsilon(k, \omega)$

$$P^{(1)}(k, \omega) = \frac{\epsilon(k, \omega) - 1}{4\pi} E(k, \omega).$$

(15)

Combining Eqs. (2), (14), and (15) results in

$$\nabla^2 E(r, t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int_0^\infty \int d\mathbf{r}_1 \delta(\mathbf{r} - \mathbf{r}_1, t_1)E(r, t - t_1)$$

$$= \frac{4\pi}{c^2} \frac{\partial^2 P_{NL}(r, t)}{\partial t^2},$$

(16)

which may be recast in $k, \omega$ space as

$$[\mathbf{c}^2 k^2 - \omega^2 \epsilon(k, \omega)]E(k, \omega) = 4\pi \omega^2 P_{NL}(k, \omega),$$

(17)

where $k = |\mathbf{k}|$. In the following sections we shall use the definitions and the formal relations introduced here to develop a microscopic theory for the linear and the nonlinear-optical response of molecular fluids.

3. THREE-WAVE AND FOUR-WAVE MIXING INCLUDING LOCAL-FIELD AND CASCADING CORRECTIONS

In Section 2 we introduced the nonlinear response functions $R^{(n)}$ and their Fourier transforms $\tilde{R}^{(n)}$ [Eqs. (11)–(13)], which carry the complete microscopic information required for the description of any nonlinear-optical process in the medium. The response functions may be obtained by solving the Liouville equation for the material system [Eq. (6)], treating $E_L$ as an external perturbation, and expanding the material density matrix in powers of $E_L$. It should be emphasized that the calculation of $R^{(n)}$ can be made by using Eq. (6) alone, and we do not need to consider the Maxwell equations [Eq. (2)] at this stage. The calculation of the nonlinear-optical signal requires, however, the solution of the Maxwell equation [Eq. (16)] for $E(r, t)$. To this end, we need to expand $E_L$ in a power series in $E$ and recast the expansion [Eqs. (11) and (12)] in terms of $E$. When this expansion is substituted into Eq. (16), we obtain a closed (nonlinear) equation for $E$. We shall now consider a stationary experiment in which we have a few relevant modes of the radiation field. We shall then expand $E, E_L$, and $P$ in a discrete Fourier series, i.e.,

$$E_L(r, t) = \sum_i [E_L(k_j, \omega_j) \exp(\mathbf{i} k_j \cdot \mathbf{r} - i \omega_j t) + E_L^*(k_j, \omega_j)]$$

$$\times \exp(-i \mathbf{k}_j \cdot \mathbf{r} + i \omega_j t)],$$

(18a)
\[ E(r, t) = \sum_j [E(k_j, \omega_j)\exp(ik_j \cdot r - i\omega_j t) + E^*(k_j, \omega_j)] \times \exp(-ik_j \cdot r + i\omega_j t)], \]

(18b)

\[ P(r, t) = \sum_j [P(k_j, \omega_j)\exp(ik_j \cdot r - i\omega_j t) + P^*(k_j, \omega_j)] \times \exp(-ik_j \cdot r + i\omega_j t)]. \]

(18c)

The present notation is different from the continuous transforms used earlier, i.e., \( E_L(r, t) \) and \( E_L(k, \omega) \) are not related by Eqs. (10). We shall first introduce the microscopic susceptibilities \((\alpha, \beta, \gamma, \ldots)\) defined as

\[ P(r, t) = \sum_j \alpha(k, \omega_j)E_L(k, \omega_j)\exp(ik \cdot r - i\omega t) \]

\[ + \sum_{j \neq m} \beta(k, \omega_j, k, \omega_m)E_L(k, \omega_j)E(k_m, \omega_m) \times \exp[i(k_j \cdot r - i\omega_j t)] \]

\[ + \sum \gamma(k, \omega_j, k, \omega_m, k, \omega_m) \]

\[ \times E_L(k, \omega_j)E_L(k, \omega_m) \times \exp[i(k_j \cdot r - i\omega_j t)] \times \ldots \]

(19)

Comparing Eq. (19) with Eq. (11) and using Eq. (18a) results in

\[ \alpha(k, \omega_j) = R^{(1)}(k, \omega_j), \]

(20a)

\[ \beta(k, \omega_j, k, \omega_m) = \sum_{j \neq m} R^{(2)}(k, \omega_j, k, \omega_m), \]

(20b)

\[ \gamma(k, \omega_j, k, \omega_m, k, \omega_m) = \sum_{j \neq m} R^{(3)}(k, \omega_j, k, \omega_m, k, \omega_m). \]

(20c)

\( R^{(2)}(k, \omega_j, k, \omega_m) \) represents a nonlinear process in which the system interacts first with the \( k \) field and later with the \( k \) field [Eq. (13)]. The sum \( \{j, m\} \) in Eq. (20b) is over the two permutations of \( j \) and \( n \) and represents the fact that the interaction with the two fields can occur in all possible orders in time. Similarly the sum \( \{j, \ldots, m\} \) in Eq. (20c) is over the six permutations of \( j, n, m \). We further note that we have included in Eq. (19) only the \( k_j + k_n \) or \( k_j + k_n + k_m \) Fourier components of \( P(r, t) \). In fact, the possible Fourier components are all choices of signs in \( \pm k_j \pm k_n \) or \( \pm k_j \pm k_n \pm k_m \). These Fourier components may be obtained from Eq. (19) by changing one (or more) \( k \) and \( \omega \) to \(-k \) and \(-\omega\) and replacing \( E_L(k, \omega) \) by \( E_L^*(k, \omega) \). For brevity we did not write all these possibilities explicitly.

At this point we introduce the molecular susceptibilities that relate the polarization \( P(r, t) \) to the Maxwell field, i.e.,

\[ P(r, t) = P^{(1)}(r, t) + P^{(2)}(r, t) + P^{(3)}(r, t) + \ldots, \]

(21a)

\[ P^{(1)}(r, t) = \sum_j \chi^{(1)}(-k_j - \omega_j, k, \omega_j)E_L(k_j, \omega)\exp(ik_j \cdot r - i\omega_j t), \]

(21b)

\[ P^{(2)}(r, t) = \sum_{j \neq m} \chi^{(2)}(-k_j - k_n - \omega_j - \omega_m; k, \omega_j, k, \omega_m) \times E_L(k, \omega_j)E_L(k_m, \omega_m) \times \exp[i(k_j + k_m \cdot r - i(\omega_j + \omega_m)t)], \]

(21c)

\[ P^{(3)}(r, t) = \sum_{j \neq m \neq n} \chi^{(3)}(-k_j - k_n - k_m - \omega_j - \omega_n - \omega_m; k, \omega_j, k_m, \omega_m) \times k, \omega_j, k_m, \omega_m)E(k_j, \omega_j)E(k_m, \omega_m)E(k_m, \omega_m) \times \exp[i(k_j + k_n + k_m \cdot r - i(\omega_j + \omega_n + \omega_m)]. \]

(21d)

\( \chi^{(1)} \) is the ordinary (linear) susceptibility and is responsible for the dielectric properties of the medium when the incoming fields are weak. \( \chi^{(2)} \) describes three-wave mixing (e.g., second-harmonic generation), and \( \chi^{(3)} \) is responsible for 4WM, etc. \( \chi^{(2)} \) can have any of the Fourier components \( \pm k_j \pm k_n \). \( \chi^{(3)} \) can have any of the Fourier components \( \pm k_j \pm k_n \pm k_m \). In Eqs. (21) [as for Eq. (19)] we have written explicitly only the components with the pluses. All other components may be obtained by changing one (or more) \( k \) and \( \omega \) to \(-k \) and \(-\omega\) and by changing \( E_L(k, \omega) \) to \( E_L^*(k, \omega) \). We are now in a position to express the susceptibilities \( \chi^{(n)} \) [Eqs. (21)] in terms of the microscopic susceptibilities \( \alpha, \beta, \gamma \) [Eqs. (20)]. To that end, we first combine Eqs. (9b), (14a), and (15) and recast the local field in the form

\[ E_L(k, \omega) = S(k, \omega)E(k, \omega) + \frac{4\pi}{3} \eta(k)P_{NL}(k, \omega), \]

(22a)

where

\[ S(k, \omega) = \frac{3 + \eta(k)}{3}(k, \omega - 1) \]

(22b)

and \( P_{NL}(k, \omega) \) is given by Eq. (14b). The linear polarization is given by

\[ P^{(1)}(k, \omega) = \chi^{(1)}(-k - \omega; k, \omega)E(k, \omega), \]

(23a)

where

\[ \chi^{(1)}(-k - \omega; k, \omega) = \alpha(k, \omega)S(k, \omega) = \frac{\epsilon(k, \omega) - 1}{4\pi}. \]

(23b)

For second-order nonlinear processes we assume two incoming fields: \( k_{1\omega_1} \) and \( k_{2\omega_2} \). The nonlinear polarization is then given by

\[ P^{(2)}(k, \omega) = \chi^{(2)}(-k - \omega; k_{1\omega_1}, k_{2\omega_2})E(k_1, \omega_1)E(k_2, \omega_2), \]

(24a)

where

\[ \chi^{(2)}(-k - \omega; k_{1\omega_1}, k_{2\omega_2}) = \beta(k_{1\omega_1}, k_{2\omega_2}) \times S(k_1, \omega_1)S(k_2, \omega_2)S(k, \omega) \]

(24b)
For third-order nonlinear processes we introduce three incoming fields: \( k_1 \omega_1, k_2 \omega_2, \) and \( k_3 \omega_3 \). We then get for the polarization at \( k = k_1 + k_2 + k_3 \)

\[
P(k, \omega) = \gamma (k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E_j(k_1, \omega_1) E_j(k_2, \omega_2) E_j(k_3, \omega_3) + \beta(k_1 + k_2 \omega_1 + \omega_2, k_3 \omega_3) E_j(k_1 + k_2, \omega_1 + \omega_2) E_j(k_3, \omega_3) + \beta(k_1 + k_2 \omega_1 + \omega_3, k_2 \omega_2) E_j(k_1 + k_2, \omega_1 + \omega_3) E_j(k_2, \omega_2) + \beta(k_2 + k_3 \omega_2 + \omega_3, k_3 \omega_3) E_j(k_2 + k_3, \omega_2 + \omega_3) E_j(k_3, \omega_3) + \alpha(k, \omega) E_j(k, \omega).
\]

(25)

By substituting Eq. (22a) into Eq. (25) and collecting terms to third order in \( E \), we get

\[
P^{(3)}(k, \omega) = \chi^{(3)}(-k - \omega; k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3) + \chi^{(3)}(-k - \omega; k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3) + \chi^{(3)}(-k - \omega; k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3) + \chi^{(3)}(-k - \omega; k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3) E(k_1, \omega_1) E(k_2, \omega_2) E(k_3, \omega_3).
\]

(26a)

where

\[
\chi^{(3)}(-k - \omega; k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) = \gamma (k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) + \beta(k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E_j(k_1, \omega_1) E_j(k_2, \omega_2) E_j(k_3, \omega_3) + \beta(k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E_j(k_1, \omega_1) E_j(k_2, \omega_2) E_j(k_3, \omega_3) + \beta(k_1 \omega_1, k_2 \omega_2, k_3 \omega_3) E_j(k_1, \omega_1) E_j(k_2, \omega_2) E_j(k_3, \omega_3).
\]

(26b)

with

\[
k = k_1 + k_2 + k_3, \quad \omega = \omega_1 + \omega_2 + \omega_3,
\]

(26c)

\[
Q(k, \omega) = \frac{4\pi}{3} \eta(k) S(k, \omega),
\]

(26d)

and \( \hbar = |k| \). From Eqs. (26), we see that the low-order nonlinear processes \( (3) \) contribute to the higher-order nonlinear process \( \chi^{(3)} \). This effect is called cascading. Let us examine Eq. (26b) more carefully. The first term in Eq. (26b) represents the nonlinear process by which three waves, \( k_1 \omega_1, k_2 \omega_2, \) and \( k_3 \omega_3 \), mix to generate a new wave \( k \omega \). The second term in Eq. (26b) represents the nonlinear process whereby two waves, \( k_1 \omega_1 \) and \( k_2 \omega_2 \), mix to generate a wave \( k' = k_1 + k_2 \), \( \omega' = \omega_1 + \omega_2 \), and this generated wave mixes further with the third wave, \( k_3 \omega_3 \), to generate the final wave with wave vector \( k = k' + k_3 \) and frequency \( \omega = \omega' + \omega_3 \). The last two terms in Eq. (26b) represent the same sequence of events with all possible permutations of the three fields.

4. THE BLOCH-MAXWELL EQUATIONS FOR A POLARIZABLE FLUID

We consider a nonlinear-optical medium consisting of polarizable molecules (absorbers) distributed randomly in a solvent. We denote the static pair distribution function of the absorbers by \( g(r) \). We shall be interested in transitions between two electronic states of the molecules. These states are well separated from other electronic levels; thus each molecule may be described as a two-level system with transition energy \( \hbar \Omega \). The transition dipole matrix element between these two states will be denoted \( \mu \). The molecules are coupled further by intermolecular interactions. We assume that the transition energies of the molecules are sufficiently different from those of the solvent that there is no solvent-absorber resonant interaction. The material Hamiltonian is taken to be

\[
H = H_0 + H_1 + H_2,
\]

(27a)

with

\[
H_0 = \hbar \Omega \sum_m a_m^\dagger a_m,
\]

(27b)

\[
H_1 = \frac{\hbar}{2} \sum_{m,n} J(r_n - r_m)(a_m + a_m^\dagger)(a_n + a_n^\dagger),
\]

(27c)

and

\[
H_2 = \hbar \sum_m \Delta_m(t) a_m^\dagger a_m,
\]

(27d)

and the radiation–matter interaction [Eq. (8)] in this case assumes the form

\[
H_{\text{int}} = -\mu \sum_m (a_m^\dagger + a_m) E_j(\mathbf{r}_m, t).
\]

(28)

Here \( a_m^\dagger \) and \( a_m \) are the creation and annihilation operators for the electronic excitation on the \( m \)th molecule located at \( r_m \). They satisfy the Fermi anticommutation relations, i.e.,

\[
[a_m^\dagger, a_n] = a_m^\dagger a_n + a_n a_m^\dagger = \delta_{m,n} + 2a_m^\dagger a_m(1 - \delta_{m,n}).
\]

(29)

The total intermolecular interaction between molecules \( n \) and \( m \) will be denoted \( J_0(r_n - r_m) \). In Eq. (27b), \( J(r_n - r_m) \) is a modified interaction that should be chosen consistently with the local-field factor \( \eta(k) \) to avoid the overcounting of intermolecular interactions. This point will be discussed in detail in Section 5. \( \hbar \Delta_m(t) \) is a stochastic modulation of the energy of site \( m \) and is assumed to be a Gaussian–Markov process with

\[
\langle \Delta_m(t) \rangle = 0,
\]

(30)

\[
\langle \Delta_m(t_1) \Delta_n(t_2) \rangle = 1 \delta_{m,n} \delta(t_1 - t_2).
\]

(31)

The angle brackets in Eqs. (30) and (31) indicate an average over the stochastic fluctuations. The summations in Eqs. (27) and (28) are over all molecules, and \( E_j(\mathbf{r}_m, t) \) in Eq. (28) is the local electric field [Eq. (9)]. Equations (30) and (31) represent an ideal homogeneous line-broadening mechanism whereby level fluctuations on different sites are uncorrelated, and the time scale for solvent motions is short compared with \( \hbar \) divided by the magnitude of level fluctuations. An additional broadening mechanism, which is dominant in low-temperature glasses, viscous solvents, polymers, and molecular crystals, corresponds to the opposite extreme of inhomogeneous broadening in which the solvent configurations are static on the time scale corresponding to \( \hbar \) divided by the linewidth. This mechanism is not included in the present paper. A discussion of the range of applicability of the present model and its limitations and possible extensions will be given in Section 7.
To calculate the optical response of the system, we start at \( t = -\infty \) and assume that the system is in thermal equilibrium with respect to its Hamiltonian \( H \) (without the radiation field), i.e.,

\[
\rho(-\infty) = \exp(-\beta H)/\text{Tr} \exp(-\beta H),
\]

where \( \beta = (KT)^{-1} \). The many-body density matrix of the system then evolves in time according to the Liouville equation

\[
\frac{d\rho}{dt} = -iL\rho - iL_{\text{int}}\rho.
\]

We shall also define a Liouville-space matrix element, \( \langle \langle A L | B \rangle \rangle = \text{Tr}(A L | B) \).

(34)

The Liouville equation [Eq. (33)] describes the dynamics of the disordered system. In this paper we derive REM that will allow us to solve Eq. (33) approximately and calculate the polarization [Eq. (5)]. The REM are derived in the following steps. We first define a set of operators, whose expectation values are of interest. In our case we choose a complete set of single-body operators:

\[
A_0 = 1,
\]

(35a)

\[
A_1(r) = \sum_m a_m^\dagger a_m \delta(r - r_m),
\]

(35b)

\[
A_2(r) = \sum_m a_m^\dagger a_m \delta(r - r_m),
\]

(35c)

\[
A_3(r) = \sum_m a_m^\dagger a_m \delta(r - r_m).
\]

(35d)

The expectation values of these operators will be denoted

\[
\sigma_i(r) = \langle \langle A_i(r) | \rho(t) \rangle \rangle \quad i = 0, \ldots, 3,
\]

(36)

where \( Tr \) represents a trace over the internal degrees of freedom and an average over the random configurations. By definition \( \sigma_0 = 0 \). \( \sigma_1(r) \) is the excited-state population at position \( r \), and \( \sigma_2(r) \) and \( \sigma_3(r) \) represent the polarization at position \( r \). We further denote

\[
P(r) = \mu[\sigma_2(r) + \sigma_3(r)],
\]

(37a)

\[
V(r) = i\nu[\sigma_2(r) - \sigma_3(r)],
\]

(37b)

\[
W(r) = \sigma_1(r).
\]

(37c)

The only material variable necessary for solving the Maxwell equations [Eq. (2)] for the radiation field is the polarization \( P(r) \). The other variables \( V(r) \) and \( W(r) \) are included to obtain a simple, reduced description of the system.

We next introduce a complementary set of operators:

\[
\bar{A}_0 = \rho_0,
\]

(38a)

\[
\bar{A}_1 = \sum_m a_m^\dagger \rho_0 a_m \delta(r - r_m),
\]

(38b)

\[
\bar{A}_2 = \sum_m a_m^\dagger \rho_0 \delta(r - r_m),
\]

(38c)

where \( \rho_0 = |0\rangle \langle 0| \) is the ground state of the disordered system in which all molecules are in their ground state. In addition, we define the scalar product of our variables

\[
S_{ir'} = \langle A_i(r) | \bar{A}_i(r') \rangle.
\]

(39a)

Using Eqs. (35), (38), and (39), we have

\[
S_{0,0} = \langle A_0 | \bar{A}_0 \rangle = 1,
\]

(35a)

\[
S_{0,1} = \langle A_0 | \bar{A}_1 \rangle = 1,
\]

(35b)

\[n \]

S_{ir'} = \langle A_i(r) | \bar{A}_i(r') \rangle = \delta(r - r'), \quad i = 1, 2, 3; (39b)

all other matrix elements of \( S \) not specified in Eqs. (39) are zero. We next introduce the projection operator

\[
\bar{P} = \int drdr' \sum_i |\bar{A}_i(r)\rangle S_{ir}^{-1} \langle A_i(r')| P\rho(t),
\]

(40)

and the complementary projection \( \bar{Q} = 1 - \bar{P} \). The density matrix can now be partitioned as

\[
\rho(t) = \bar{P}\rho(t) + \bar{Q}\rho(t),
\]

(41)

where

\[
The significance of the projection operator \( \bar{P} \) [Eq. (40)] is as follows. Given the expectation values of the dynamic variables of interest \( \sigma_j(r, t) \), we construct an approximate density matrix \( \bar{P}\rho(t) \). We require that the expectation values of our relevant operators \( A_i(r) \), calculated using the exact (\( \rho \)) and approximate (\( \bar{P}\rho \)) density matrices, be the same, i.e.,

\[
\langle A_j(r) | \rho(t) \rangle = \langle A_j(r) | \bar{P}\rho(t) \rangle = \sigma_j(r, t).
\]

(44)
The actual density matrix at time $t$ is given by $P_P(t)$ and the correction term $\tilde{Q}_P(t)$ [Eq. (41)]. The first term on the right-hand side of Eq. (43a) is a mean-field term obtained assuming that $\tilde{P}_P(t) = \rho(t)$. The second term represents fluctuations [the fact that actually $\tilde{P}_P(t) \neq \rho(t)$]. We have calculated the first term exactly and the second term to second order in $H_1$ and to zeroth order in $H_{int}$. The resulting equations are

$$\frac{dP(r, t)}{dt} = \Omega V(r, t) - \Gamma P(r, t),$$  

(45a)

$$\frac{dV(r, t)}{dt} = -\Omega P(r, t) - \Gamma V(r, t) - 2C \int \, dr'J(r-r')P(r', t)$$

$$- 2\mu^2 E_L(r, t)[2W(r, t) - C],$$  

(45b)

$$\frac{dW(r, t)}{dt} = -\gamma W(r, t) + \frac{1}{h} E_L(r, t)V(r, t)$$

$$- 2C \int_0^t \, dr \exp(-2\Gamma(t-r))$$

$$\times \left\{ \int \, dr' T(r-r') [W(r, r) - W(r', r')] \right\},$$  

(45c)

$$\nabla^2 E(r, t) - \frac{\partial^2 E(r, t)}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 P(r, t)}{\partial t^2},$$  

(45d)

$$E_L(r, t) = E(r, t) + \frac{4\pi}{3} \int \, dr' \eta(r-r')P(r', t).$$  

(45e)

Here we have introduced the following definitions:

$$\mu^2 = \mu^2/h,$$  

(46a)

$$J(r) = J(r)g(r),$$  

(46b)

$$T(r) = \tilde{T}(r)g(r),$$  

(46c)

$$\Gamma = \frac{1}{2}(\gamma + \Gamma).$$  

(46d)

$\gamma^{-1}$ is the lifetime (radiative or nonradiative) of the electronically excited state, $\Gamma$ is the total dephasing rate of the transition, and $C$ is the number of molecules per unit volume. Equations (45) are the basic REM that couple the material variables $P, V,$ and $W$ with the local field $E_L$ and the Maxwell field $E$. These basic REM should be solved simultaneously for these five quantities. If we set $J(r) = 0$, Eqs. (45) reduce to the ordinary Bloch–Maxwell equations in which intermolecular interactions are not incorporated.\textsuperscript{40} Equations (45) can be used to study the nonlinear-optical properties of disordered systems in the presence of transport. The nonlinear susceptibilities calculated from Eqs. (45) will be explicitly wave-vector ($k$) dependent. It will be convenient to rewrite Eqs. (45) in $k$ space as

$$\frac{dP(k, t)}{dt} = \Omega V(k, t) - \Gamma P(k, t),$$  

(47a)

$$\frac{dV(k, t)}{dt} = -[\Omega + 2CJ(k)]P(k, t) - \Gamma V(k, t)$$

$$- 2\mu^2 \int \, dk'E_L(k', t)[2W(k - k', t)$$

$$- C\tilde{\alpha}(k - k'),$$  

(47b)
By solving Eqs. (53) and using Eq. (48), we obtain
\[
\alpha(k, \omega) = \frac{2C_{\mu}^2\Omega}{(-i\omega + \Gamma)^2 + \Omega^2 \Omega + 2C J(k)}. \tag{54}
\]
Equation (54) together with Eq. (52) results in
\[
\epsilon(k, \omega) = 1 + \frac{8\pi C_{\mu}^2\Omega}{(-i\omega + \Gamma)^2 + \Omega^2 \Omega + 2C J(k) - 8\pi\eta(k)C_{\mu}^2/3}. \tag{55}
\]

At this stage we reiterate that the forms of the intermolecular interaction $J(k)$ [Eq. (47)] and the local-field correction $\eta(k)$ are related. The local field [Eq. (9)] takes into account part of the intermolecular interactions. Therefore $J(k)$ and $\eta(k)$ should be defined consistently to account for intermolecular interactions and to avoid overcounting. To gain some insight on this issue, we derive in Appendix A the expression for $\epsilon(k, \omega)$ for a special case of the present model in which the molecules occupy a perfect cubic lattice and have an intermolecular interaction $J_{\text{dipole-dipole}}$ [Eq. (A5)]. This model is solvable by using the method first employed by Hopfield. The final result [Eq. (A20)] is
\[
\epsilon(k, \omega) = 1 + \frac{8\pi C_{\mu}^2\Omega}{(-i\omega + \Gamma)^2 + \Omega^2 \Omega + 2C J_{\text{dipole-dipole}}(k)}. \tag{56}
\]

We are now in a position to address the issue of what systematic choice of $J(k)$ and $\eta(k)$ in our formulation will make the resulting $\epsilon(k, \omega)$ [Eq. (55)] identical to the crystal result [Eq. (56)]. $J(k)$, $J_{\text{dipole-dipole}}(k)$, and $\eta(k)$ have to satisfy the relation
\[
J(k) = J_{\text{dipole-dipole}}(k) + \frac{4\pi\eta(k)}{3}. \tag{57}
\]

One possible choice that can be made for $J(k)$ and for $\eta(k)$ is
\[
J(k) = 0, \tag{58a}
\]
\[
\eta(k) = -3J_{\text{dipole-dipole}}(k)/(4\pi C_{\mu}^2). \tag{58b}
\]

For the special case of dipole–dipole interaction we have
\[
hJ_{\text{dipole-dipole}}(r) = \frac{\mu^2}{|r|^3} - \frac{3(\mu \cdot r)^2}{|r|^5}. \tag{59a}
\]

In the long-wavelength limit ($k \to 0$) we then have
\[
J_{\text{dipole-dipole}}(k) = -4\pi\mu^2/3, \quad k \to 0. \tag{59b}
\]

For this case $\eta(k) = 1$. The local field with $\eta(k) = 1$ thus takes properly into account the dipole–dipole interactions. A common phenomenological way to incorporate local-field effects in nonlinear-optical processes is based on the Lorentz–Lorenz equation and corresponds to choosing $\eta(k) = 1$. The present derivation shows that this procedure takes into account the long-wavelength ($k \to 0$) contribution of the dipolar interaction $J_{\text{dipole-dipole}}(k)$. If this procedure is adopted, $J(k)$ in Eq. (55) should be defined as the total interaction $J_0(k)$ minus the long-range dipolar interaction, i.e.,
\[
J(k) = J_0(k) - J_{\text{dipole-dipole}}(k), \tag{60a}
\]
\[
\eta(k) = 1. \tag{60b}
\]

Otherwise $J_{\text{dipole-dipole}}(k)$ is counted twice. It should be emphasized that Eq. (57) and the choice [Eqs. (53) or (60)] guarantee that the linear optical properties, as given by $\epsilon(k, \omega)$, obtained from the REM, agree with Hopfield’s result [Eq. (56)]. The applicability of these relations to nonlinear optics is an interesting open problem.

6. SOLUTION OF REDUCED EQUATIONS OF MOTION FOR FOUR-WAVE MIXING: THE TRANSIENT GRATING AND ITS STEADY-STATE ANALOG

In this section we solve our REM [Eqs. (47)] for some special cases. We first note that for the two-level model presented in Section 4, $\beta$ and $\gamma(2)$ vanish. We shall therefore focus on 4WM and $\gamma(3)$. In this case Eqs. (26) assume the form
\[
\gamma(3)(-k_1 - \omega_1; k_2, \omega_2; k_3, \omega_3) = \gamma(k_1, \omega_1; k_2, \omega_2; k_3, \omega_3)S(k_1, \omega_1)S(k_2, \omega_2)S(k_3, \omega_3). \tag{61a}
\]

A 4WM process involves the interaction of three incoming laser fields with wave vectors $k_1$, $k_2$, and $k_3$ and frequencies $\omega_1$, $\omega_2$, and $\omega_3$, respectively, with the nonlinear medium. A coherently generated signal with wave vector $k_s$ and frequency $\omega_s$ is then detected, where
\[
k_s = \pm k_1 \pm k_2 \pm k_3, \tag{61b}
\]
\[
\omega_s = \pm \omega_1 \pm \omega_2 \pm \omega_3. \tag{61c}
\]

Equations (61) imply that $k_s$ and $\omega_s$ are given by any linear combination of the incoming wave vectors and frequencies. The various types of 4WM processes differ by the particular choices $k_s$ and $\omega_s$ [i.e., the particular choice of signs in Eqs. (61)]. They also differ according to the temporal characteristics of the incoming fields. In one limit the incoming fields (and the signal field) are stationary. In the opposite limit the incoming fields are infinitely short pulses, resulting in an ideal time-domain 4WM. In this section we shall discuss two examples of 4WM techniques: the TG and its steady-state analog. Both examples provide a sensitive probe for transport processes through the wave-vector dependence of the nonlinear response function $R(3)$ and the nonlinear susceptibility $\chi(3)$. We shall consider a lattice model in which the molecules occupy a fraction $f$ = $\alpha^3$ of the lattice sites, where $\alpha$ is the lattice spacing, and the interaction $J(r)$ is equal to $J$ for nearest neighbors and is zero otherwise.

A. Transient Grating

We shall first consider a time-domain 4WM process, the transient grating (TG), which is commonly used for the direct measurement of transport processes in disordered systems. In a TG experiment, the sample initially interacts with a pair of simultaneous laser pulses with wave vectors $k_1$ and $k_2$. After a delay period $T$, the sample is probed by a third pulse with the wave vector $k_1$, and a coherent signal with wave vector $k_s = 2k_1 - k_2$ is detected. This TG signal, measured as a function of the delay time between excitation and probe, will decay, owing to the excited-state lifetime and to exciton motion that occurs over distances that are large compared with the grating wavelength. Therefore, by measuring the generated TG signal as a function of the delay time $T$, we can monitor directly the dynamics of excitations in the medium. We assume that the in-
coming fields are short enough to be described by a $\delta$ function but are long enough to make the rotating-wave approximation valid. In this case the time-dependent incoming field is given by

$$E(r, t) = [E_1 \exp(ikr) + E_1 \exp(-ikr) + E_2 \exp(ikr)] + [E_2 \exp(-ikr)]\delta(t) + [E_1 \exp(ikr)\ ]$$

$$+ E_1 \exp(-ikr)\delta(t - T). \quad (62)$$

$P(k_s, t)$ may be found by substituting Eq. (62) into Eqs. (47) and by solving Eqs. (47) perturbatively to third order in $E$. We shall ignore the local-field corrections (setting $E = E_L$) and invoke the rotating-wave approximation whereby high-frequency components of the polarization are neglected. The transient signal $I(k_s, t)$ (omitting proportionality and geometric factors) for $t \geq T$ is then given by

$$I(k_s, t) = |P(k_s, t)|^2. \quad (63)$$

Equation (63) is simplified considerably when the excitation motion is incoherent, i.e., $\hat{\Gamma} \gg J$. In this case the transport of excitations can be described by a simple diffusion equation and we get

$$I(k_s, T) \propto \exp[-2\gamma T - 2D(k_1 - k_3)^2T], \quad (64)$$

where $D$ is the excitation diffusion constant

$$D = \frac{(Ca^2)\gamma a^2}{\hat{\Gamma}}. \quad (65)$$

This result is identical to the result of Loring and Mukamel [Eq. (3.20) of Ref. 10]. A plot of $\log I(k_s, T)$ versus $(k_1 - k_3)^2T$ will yield $D$ directly in this case.7-10

B. Extra Resonances in Degenerate Four-Wave Mixing: Steady-State Analog of the Transient Grating

The possibility of probing transport processes by using frequency-domain 4WM was explored by Loring and Mukamel.9,10 Using Green-function techniques, they derived expressions for the frequency- and wave-vector-dependent $\chi^{(3)}$ for the Haken-Strobl model. Extra resonances, which are the frequency-domain analog of the TG, in degenerate 4WM were then predicted. Extra resonances permit the direct probe of transport by using a steady-state 4WM experiment. We shall now repeat that calculation by using the present REM. We consider a 4WM experiment in which the disordered medium is irradiated by two stationary incoming fields, $k_1$ and $k_3$, and a stationary signal is generated at the direction $k_s = 2k_1 - k_3$ with the frequency $\omega_s = 2\omega_1 - \omega_2$. Within the rotating-wave approximation, the signal (omitting proportionality and geometrical factors) is given by

$$I(k_s, \omega_s) = |P(k_s, \omega_s)|^2, \quad (66a)$$

$$P(k_s, \omega_s) = \frac{E_1^2E_2^2\chi^{(3)}(-k_1 - \omega_1; k_1\omega_1, k_1\omega_1, -k_2 - \omega_2)}{(\omega_1 - \omega_2)^2 + \gamma + D(k_1 - k_3)^2}. \quad (66b)$$

$$\chi^{(3)}(-k_1 - \omega_1; k_1\omega_1, k_1\omega_1, -k_2 - \omega_2) = \gamma(k_1\omega_1, k_1\omega_1, -k_2 - \omega_2) - S(k_1, \omega_1)S(k_2, \omega_2)S(k_3, \omega_3), \quad (66c)$$

$$k_s = 2k_1 - k_3, \quad (66d)$$

$$\omega_s = 2\omega_1 - \omega_2. \quad (66e)$$

$\gamma$ can be obtained by solving Eqs. (47) to second order in $E_1$ and to first order in $E_2$.

When $\hat{\Gamma} \gg J$, the transport of excitations is diffusive. Within the rotating-wave approximation we get

$$I(k_s, \omega_s) = \frac{\hat{\Gamma}}{(\omega_1 - \omega_2)^2 + \gamma + D(k_1 - k_3)^2}. \quad (67)$$

In this case the degenerate 4WM signal has a single resonance at $\omega_s = \omega_2$, and its width consists of a $k$-independent (lifetime) part $\gamma$ and a contribution from transport processes that is proportional to $(k_1 - k_3)^2$.

These results are similar to those obtained by Loring and Mukamel10 for the exactly solvable Haken-Strobl model. The agreement between our results obtained using the approximate REM [Eq. (47)] and those obtained for the exactly solvable model10 supports the validity of the present REM. Relations (64) and (67) were derived for incoherent transport, where $\hat{\Gamma} \gg J$. When this condition does not hold, the transport becomes partially or totally coherent. The transient grating signal will then decay in a more complicated oscillatory form. In the frequency domain, the extra resonance [relation (67)] will be split into two lines, whose splitting, intensity, and width reflect the nature of the excitation motion. This behavior was analyzed in detail earlier.10 In concluding this section we compare the TG and its steady-state analog. In general, these two experiments carry different information regarding the disordered system. For example, in the stationary 4WM experiment the generated coherent signal contains information about population transport as well as the transport of the polarization $P$. On the other hand, the time-resolved TG experiment contains only information regarding the transport of populations $W$. Only under the condition whereby Eqs. (64) and (67) hold do both experiments measure the transport of population and contain precisely the same information. In this case both signals are related by a single Fourier transform.9,10

7. DISCUSSION

In this paper we developed REM that can be used for the calculation of the frequency- and wave-vector-dependent dielectric function $\epsilon(k, \omega)$ as well as nonlinear-optical processes and nonlinear susceptibilities $\chi^{(3)}$, etc. in polarizable fluids. The present formalism applies to a broad range of condensed-phase optical media, including polarizable liquids, solutions, and mixed molecular crystals, polymers, and glasses. In the model presented in Section 4 [Eq. (31)] we included only the simplest line-broadening mechanism, i.e., homogeneous broadening in which the solvent motions are infinitely fast compared with $\hbar$ divided by the linewidth (or by the magnitude of level fluctuations). Line broadening is, however, not always homogeneous. The solvent time scale can be comparable with $\hbar$ divided by the linewidth. In that case our REM [Eqs. (47)] should be modified to include additional memory corresponding to a non-Markovian description of the line broadening.9 The other extreme of inhomogeneous broadening, in which the solvent is static on the relevant time scale, is of great importance in low-temperature glasses, polymers, viscous fluids, and disordered solids. A proper treatment of inhomogeneous broadening is straightforward in principle, although it
may be quite tedious in practice. The molecules should be divided into groups, depending on their solvent environment. Each group should have its own polarization, and the total polarization is the sum of contributions from the various groups. In practice, this generalization implies that we may still use REM of the form of Eqs. (47) but with more dynamic variables corresponding to the various groups of molecules. This procedure becomes tedious for broad continuous distributions of solvent configurations, which require the introduction of many additional variables. The present REM [Eqs. (47)] apply to solutions and to mixed molecular crystals at sufficiently high temperatures such that the bath motions are fast. The present formalism incorporates explicitly and systematically effects of transport (spatial dispersion), local-field corrections, cascading, and the propagation of the electromagnetic fields. Effects of polaritons are naturally incorporated when we solve Eq. (45d) for the propagation of the electromagnetic field. The present equations generalize the Bloch–Maxwell equations, which do not include spatial dispersion. They provide a unified and convenient starting point for the microscopic description of molecular nonlinear-optical processes.

In Section 2 we introduced the basic model. The optical medium is assumed to consist of randomly distributed interacting molecules with the static pair distribution function \( g(r) \). We further assumed that the intermolecular distances are sufficiently large that electron tunneling and charge-transfer processes can be ignored. The molecules can thus exchange excitations but not charges. Using molecular crystal terminology, we consider Frenkel excitons. We then introduced the linear and nonlinear response functions \( R^{(n)} \) [Eq. (11)] and \( \bar{R}^{(n)} \) [Eq. (12)]. The three dynamic variables of interest are the Maxwell field \( E(r, t) \), the local field \( E_L(r, t) \), which actually acts on the molecules, and the polarization field \( P(r, t) \), which is the expectation value of the polarization operator \( \bar{P}(r) \) [Eq. (3)]. The polarization operator may be expressed as an infinite sum of charge multipolar, \( x(2), x(3), \ldots \) and the leading term in that sum is the dipole operator. Because the material system actually interacts with \( E_L \), we can assume that \( E_L \) is given and can define a set of material response functions \( \alpha, \beta, \gamma \ldots \) [Eq. (19)].

In Section 3 we introduced these functions, which can be calculated using a perturbative expansion of the material equations alone (i.e., without using the Maxwell equations), and related them to the actual susceptibilities \( x(2), x(3), \ldots \). \( x(2) \) describes the simplest nonlinear-optical processes involving three-wave mixing (e.g., second-harmonic generation), whereas \( x(3) \) describes 4WM, coherent anti-Stokes Raman spectroscopy, transient grating, etc.). Transport (spatial dispersion), local-field, and cascading corrections appear naturally when our expansion is used. The effects of transport are reflected in the explicit wave-vector dependence of the nonlinear susceptibilities and response functions. Local-field effects are controlled by the parameter \( \eta(k) \), whose value is discussed in Section 5. \( \eta(k) = 0 \) implies no local-field corrections, and \( \eta(k) = 1 \) results in the Clausius–Mosotti, Lorentz–Lorenz equation and the local-field corrections, as introduced by Bedeaux and Bloembergen. Cascading implies that lower-order nonlinear processes affect the higher nonlinear processes. We note that the cascading terms are of higher order in density \( C \) of the material system and can be ignored if the density is sufficiently low.

In Section 4 we derived the REM, which permit the microscopic calculation of the molecular response functions and susceptibilities. We adopted a two-level model for the absorbers and introduced a set of operators \( \bar{A}_i(r) \) [Eqs. (35)], which constitute a complete set of single-body operators. These operators form the basis for our reduced description of the system in which we follow only the expectation values of these operators. Our chosen relevant variables carry much less information than the information contained in the entire many-body density matrix of the interacting disordered system. The level of description is adequate, however, for the treatment of nonlinear-optical processes. Our relevant dynamic variables are the polarization variables \( P(r, t) \) and \( V(r, t) \) and the excited-state population \( W(r, t) \) [Eqs. (37)].

Using projection-operator techniques, we derived the formally exact REM [Eq. (43a)]. The second term on the right-hand side of Eq. (43a) is the relaxation kernel. On expanding the kernel to second order in the intermolecular interactions and to zero order in the electromagnetic field, we obtained our final REM. Because the ensemble-averaged system is translationally invariant, it is convenient to write these equations in \( k \) space. Our final generalized Bloch–Maxwell equations [Eqs. (47)] are for the variables \( P(k, t), V(k, t), W(k, t), E(k, t), \) and \( E_L(k, t) \), and they constitute the main formal result of this paper.

The problem of nonlinear-optical processes in disordered systems with interacting absorbers received some theoretical attention. Warren and Zewail\textsuperscript{[36]} and Root and Skinner\textsuperscript{[7]} used the methods of moments and the cumulant expansion with respect to the intermolecular interaction to calculate the photon-echo signal in a disordered system. The density expansion method was used by Loring et al.\textsuperscript{[38]} to obtain photon echoes in impurity crystals with inhomogeneous broadening. Unlike the present theory, these treatments do not include the effects of transport and local-field corrections. Takagahara\textsuperscript{[62]} derived equations of motion to study the dephasing relaxation of excitonic polaritons in perfect crystals. These equations allow for spatial dispersion through the propagation of coherences \( P \) and \( V \) but do not contain the transport of population \( W \). In addition, these equations do not include the local-field corrections.

The first application of our REM was made in Section 5, where we calculated the linear susceptibility \( x^{(1)}(-k - \omega; k \omega) \) and the dielectric function \( \epsilon(k, \omega) \). The linear susceptibility is related directly to the absorption spectrum of the medium and to the propagation of weak electromagnetic fields in the medium (reflection, refraction, and polariton effects). A special case of the present model is that of a perfect crystal of polarizable molecules. We assumed an arbitrary intermolecular interaction \( J_0(r) \) (including both short- and long-range dipole–dipole interactions). We further introduced a coupling with a thermal bath, which causes dephasing. \( \epsilon(k, \omega) \) for this model may be calculated by using the method of Hopfield.\textsuperscript{[56]} This calculation, which does not rely on our REM [Eqs. (47)] and does not require the introduction of a local field, is carried out in Appendix A.

That calculation [Eq. (56)] is then used to analyze our REM and to discuss the proper choice of the local-field corrections. Strictly speaking, the local-field corrections arise from the intermolecular interactions. Our equations contain explicitly the intermolecular interactions \( J(r) \) as well as
the local-field correction, which is controlled by the (yet unspecified) parameter $n(k)$. The problem is how to choose $J(k)$ and $\omega(k)$ in a consistent manner so that intermolecular interactions are properly incorporated and to avoid double counting of intermolecular interactions. Possible choices of $J(k)$ and $\omega(k)$ were discussed [Eqs. (57), (58), and (60)]. None of these procedures is exact for nonlinear optics. The conventional procedures for the incorporation of local-field corrections are, therefore, approximate in nature.

In Section 6 we used our REM to calculate explicitly nonlinear-optical processes that are sensitive to transport processes. For our two-level model of Section 5, $\alpha$ and $\chi(2)$ vanish. Therefore the simplest relevant nonlinear-optical process is 4WM, as given by

$$x(3) = \frac{-4 \mu}{e} \langle n | r | n \rangle.$$  

We focused on two 4WM techniques: the TG and its steady-state analog. Both techniques use only two incoming fields with wave vectors $k_1$ and $k_2$ and probe the signal at $k_1 - k_2$. In the TG technique the incident fields and the signal are pulsed. The variation of the signal with the time delay $T$ between pulses and its variation with $k_1 - k_2$ provide a direct probe for transport. It was predicted by using the Haken-Strobl model that a frequency-domain degenerate 4WM should contain extra resonances, which are transport induced and carry the same information as the TG. Using our REM, we showed that the same conclusion holds for a disordered fluid as well.

**APPENDIX A: THE DIELECTRIC FUNCTION FOR A PERFECT CRYSTAL WITH INTERACTING ABSORBERS**

In this appendix we calculate the frequency- and wave-vector-dependent dielectric function $\epsilon(k, \omega)$ for a simplified model. The material Hamiltonian is taken to be given by Eqs. (27) and (28), except that the molecules are now located on a perfect lattice, and there is no disorder. In addition, we treat the radiation field quantum mechanically. We write the entire radiation–matter Hamiltonian and diagonalize this Hamiltonian. In this appendix we basically follow Hopfield’s derivation but generalize the Hamiltonian to include an arbitrary intermolecular interaction instead of the dipole–dipole interaction used by Hopfield. Consider the Hamiltonian for the system and the radiation field

$$H = H_p + H_e + H_{pe} + H_{ee}.$$  

Here $H_p$ is the photon Hamiltonian, $H_e$ is the exciton Hamiltonian, $H_{pe}$ is the photon–exciton interaction, and $H_{ee}$ represents the exciton–exciton interaction. We further have

$$H_p = \hbar \sum_k \omega_k b_k^\dagger b_k,$$  

$$H_e = \hbar \Omega \sum_m a_m^\dagger a_m,$$  

$$H_{pe} = -\frac{e}{Mc} \sum_m A(r_m) \cdot p(r_m) + \frac{\epsilon^2}{2Mc^2} \sum_m A(r_m) \cdot A(r_m),$$  

$$H_{ee} = \frac{\hbar}{2} \sum_{n,m} J_0(r_n - r_m)(a_n^\dagger + a_n)(a_m^\dagger + a_m).$$  

with $A(r_m)$ being the vector potential,

$$A(r_m) = \sum_{k \neq 0} \left( \frac{2\pi \hbar c}{V \omega_k} \right)^{1/2} \left[ b_k \exp(ik \cdot r_m) + b_k^\dagger \exp(-ik \cdot r_m) \right].$$  

$$\rho(r_m) = -\frac{i \mu M_\Omega}{e} (a_m - a_m^\dagger),$$

where $\epsilon$ is the polarization of the photon and $\mu$ is the dipole moment defined by

$$\mu = \langle 0 | r | n \rangle.$$  

In the derivation of Eq. (A7a) we used the relation

$$\langle n' | p | m \rangle = -i M_\omega_{mn} \langle n' | r | m \rangle.$$  

In Eq. (A6) $V$ is the volume of the medium, $M$ is the mass of electron, $\mu$ is the electronic dipole moment operator for a single molecule, $a_m^\dagger (a_m)$ is the creation (annihilation) operator for an exciton on the $m$ molecule, and $b_k^\dagger (b_k)$ is the creation (annihilation) operator for the $k$th mode of the radiation field. By introducing the Fourier transform

$$a_k^\dagger = \frac{1}{N} \sum_m \exp(ik \cdot r_m)a_m^\dagger,$$  

$$a_k = \frac{1}{N} \sum_m \exp(-ik \cdot r_m)a_m,$$  

we may recast $H_{pe}$ and $H_{ee}$ in the form

$$H_{pe} = \sum_k \left[ \frac{N^2 \hbar c}{cV |k|} \Omega \mu (a_k b_k^\dagger - a_k^\dagger b_k + a_k b_{-k}^\dagger - a_k^\dagger b_{-k}) \right] + \frac{2\pi N}{cV |k|} \Omega \mu (b_k^\dagger b_k + b_k b_k^\dagger + b_{-k}^\dagger b_{-k} + b_{-k} b_{-k}^\dagger),$$  

$$H_{ee} = N \frac{\hbar}{2} \sum_k J_0(k)(a_k^\dagger a_{-k} + a_k a_{-k}^\dagger + a_k a_k^\dagger + a_k^\dagger a_k),$$

where $J_0(k)$ is the discrete Fourier transform of $J(r)$, i.e.,

$$J_0(k) = \frac{1}{N} \sum_m \exp(ik \cdot r_m)J_0(r_m).$$  

The normal modes of the Hamiltonian $H$ will now be expressed in terms of a new set of creation and annihilation operators. Because the Hamiltonian $H$ is invariant under translation, it is sufficient to consider a single wave vector $k$. We therefore look for normal modes of the form

$$A_k = \omega_k b_k + x a_k + y b_{-k}^\dagger + z a_{-k}^\dagger,$$  

so that

$$A_k(t) = A_k(0)\exp(-i\omega_k t).$$
On substitution of Eqs. (A13) and (A14) in the Heisenberg equations of motion
\[ \dot{A}_k = (i/h)[H, A_k], \tag{A15} \]
we obtain the following matrix equation:
\[
\begin{bmatrix}
  c|k| + 2D & -iR & -2D & -iR \\
  iR & \Omega + \alpha - i\Gamma & -iR & -\alpha \\
  2D & -iR & -c|k| - 2D & -iR \\
  -i\alpha & iR & -\Omega - \alpha - i\Gamma & -i\alpha
\end{bmatrix} \begin{bmatrix}
  w \\
  x \\
  y \\
  z
\end{bmatrix} = \begin{bmatrix}
  w \\
  x \\
  y \\
  z
\end{bmatrix}, \tag{A16}
\]
where
\[
R = \left( \frac{2\pi N}{\hbar V|k|} \right)^{1/2} \mu \Omega, \tag{A17}
\]
\[
D = \frac{2\pi N \mu^2}{\hbar c|k| V}, \tag{A18}
\]
\[
\alpha = NJ_0(k). \tag{A19}
\]
In Eq. (A16) we have introduced a phenomenological dephasing width $\Gamma$ [Eq. (46d)]. We have further used the approximation $[a_k, a^*_k] = 0$, which is valid when the total number of excitations is much less than the total number of the molecules in the medium.\textsuperscript{31} and we have further used the $f$-sum rule. Equation (A16) can be recast in the form
\[
e(k, \omega) = 1 + \frac{8\pi C_\mu^2 \Omega}{(-i\omega + \Gamma)^2 + \Omega^2 + 2CJ_0(k)\Omega} \times [1 - (\Gamma/\omega)^2 + 2i(\Gamma/\omega)], \tag{A20}
\]
where $C = N/V$ is the density of the molecules and $\mu^2 = \mu^2/h$. Since usually $\Gamma/\omega \ll 1$, we can neglect the correction terms inside the square bracket in Eq. (A20), setting
\[
1 - (\Gamma/\omega)^2 + 2i(\Gamma/\omega)^2 \approx 1. \tag{A20a}
\]
Equation (A20) together with Eq. (A20a) is used in Section 5 [Eq. (56)].

Suppose that $J_0(k)$ consists of the dipole–dipole interaction
\[
hJ_0(r_n - r_m) = \frac{\mu^2}{|r_n - r_m|^3} - \frac{3(\mu \cdot (r_n - r_m))^2}{|r_n - r_m|^5} \tag{A21}
\]
and in $k$ space\textsuperscript{56,57}
\[
hJ_0(k) = \frac{4\pi}{3} \left[ \frac{3(\mu \cdot k)^2}{k^2} - \mu^2 \right] + J_d(k), \tag{A22}
\]
where $J_d(k)$ is the part of the dipole–dipole interaction with $k \neq 0$. For transverse modes $\mu \cdot k = 0$ since the polarization of the field is always perpendicular to its wave vector. We then have\textsuperscript{56,57}
\[
J_0(k = 0) = -4\pi \mu^2/3. \tag{A23}
\]
Substituting this equation into Eq. (A20) together with Eq. (A20a), we have
\[
e(0, \omega) = 1 + \frac{8\pi C_\mu^2 \Omega}{(-i\omega + \Gamma)^2 + \Omega^2 - 8\pi C_\mu^2 \Omega/3}, \tag{A24}
\]
Equation (A24) can be recast in the Clausius–Mosotti form
\[
e(0, \omega) - 1 = \frac{4\pi}{3} C_0(\omega), \tag{A25}
\]
where
\[
C_0(\omega) = 2\mu^2 \Omega [(-i\omega + \Gamma)^2 + \Omega^2]^{-1} \tag{A26}
\]
is the polarizability of a single absorber. More generally, we can define
\[
\eta(k) = -3J(k)(4\pi \mu^3). \tag{A27}
\]
Equation (A20) then assumes the form
\[
\epsilon(k, \omega) = 1 + \frac{8\pi C_\mu^2 \Omega}{(-i\omega + \Gamma)^2 + \Omega^2 - 8\pi C_\mu^2 \Omega \eta(k)/3}, \tag{A28}
\]
which can be rearranged in the form
\[
\epsilon(k, \omega) - 1 = \frac{4\pi}{3} C_0(\omega). \tag{A29}
\]
For dipole–dipole interactions at $k = 0$, $\eta(k) = 1$, and Eq. (A29) reduces to Eq. (A25).
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