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Abstract—We develop a mixed time-frequency representation for the calculation and interpretation of coherent optical measurements. Heterodyne and autocorrelation signals are expressed in terms of a mixed material response function and a Wigner distribution for the incoming pulses, the detected field, and the gating device. Applications to pump-probe spectroscopy, spontaneous light emission, and impulsive four-wave mixing (three-pulse echoes) are discussed.

I. INTRODUCTION

Rapid progress in pulse-shaping techniques has made it possible to control the temporal profiles as well as the phases of optical fields with a remarkable accuracy [1]–[6]. Optical spectroscopy explores the coupling of an external electromagnetic field $E(r, t)$ to the polarization $P(r, t)$ created in the material system. Ideal impulsive measurements in which the incoming fields are much shorter than any relevant molecular times may be directly interpreted using time-domain nonlinear response functions. In the opposite limit of stationary fields, a purely frequency-domain description in terms of optical susceptibilities is called for [7]. Formally, either representation may be extended to incorporate pulse sequences of arbitrary shape and phase by using a proper (either temporal or spectral) convolution over field envelopes. However, it is often desirable to adopt a mixed time-frequency representation in which both characteristics of the field and the response function are highlighted. In the snapshot limit of pump-probe spectroscopy, for example, the field is short compared with nuclear motions and has a narrow bandwidth compared with the optical linewidth. It is essential to consider both spectral and temporal profiles of the field in order to realize this important limiting case [7].

In this paper, we show how a mixed time-frequency representation for the material response function, as well as for the incoming fields, the signal field, and the gating device, may be effectively used in the calculation of various optical signals. This representation clarifies the role of field frequency and temporal profiles on the induced polarization and provides valuable information about the signal (e.g., its time-dependent spectrum). The present representation is particularly suitable for the description of coherent optical control of dynamical events.

We shall expand the electric field and the polarization in the form

$$E(r, t) = \sum_j E_j(t) e^{ik_j \cdot r} + \text{c.c.}$$

$$P(r, t) = \sum_j P_j(t) e^{ik_j \cdot r} + \text{c.c.}$$

where $E_j(t)$ and $P_j(t)$ are the complex-valued analytic field and polarization, respectively [8]. The field envelope $E_j(t)$ can be further represented in the form $E_j(t) = \tilde{E}_j(t) e^{-i\omega_j t}$, where $\tilde{E}_j(t)$ is a slow-varying envelope and $\omega_j$ is the carrier frequency.

In the simplest detection scheme of optical signals, one measures the time-integrated intensity of the field generated by the sample in a given direction $k_j$:

$$I(k_j) \propto \int \langle \tilde{E}_j^*(t) \tilde{E}_j(t) \rangle \, dt. \quad (1)$$

Time-integrated detection is commonly used in wave-mixing experiments, such as photon echoes [9]. However, time-integrated photon echo signals do not contain sufficient information to establish the correct form of the spectral density responsible for optical dephasing [10]. Additional, most valuable microscopic information may be obtained by time-gated (or time-resolved) detection [11], achieved by overlapping the total response with a narrow gate pulse, which provides the temporal profile of the signal.

Mixed time-frequency pictures can be obtained if between a sample and a detector one puts a spectral and/or temporal filter centered near some controlled frequency and time [12]. Several approaches to measure both time and frequency properties of nonlinear response in semiconductors are discussed in [13]. These measurements are based on overlapping the signal emitted by the sample with a known reference pulse, which plays the role of a temporal gate.

Mixed time-frequency measurements were first introduced in acoustics, in analysis of sound and speech [14]. They were later extended to other fields. Various theoretical methods for describing joint temporal and spectral properties of signals have been developed. The chronocyclic representation [15], [16], known also as the Wigner distribution [17]–[20], was applied to optical measurements, and it was shown that signals

1It is possible also to adopt a Wigner representation of wavepackets in coordinate-momentum (rather than time-frequency) space. This provides a very useful description but will not be discussed here (see [7]).
can be conveniently expressed in terms of this function. The Wigner distribution of the field is defined as

$$W_j(t, \omega) \equiv \int_{-\infty}^{\infty} E_j^*\left(t - \frac{\tau}{2}\right) E_j\left(t + \frac{\tau}{2}\right)e^{i\omega \tau} \, d\tau.$$  

This function directly shows what fraction of the field energy is contained in a given time and frequency window and provides natural means for the microscopic description and analysis of optical signals. Integrating the Wigner distribution over frequencies gives the instantaneous field energy

$$\int_{-\infty}^{\infty} W_j(t, \omega) \, d\omega = 2\pi |E_j(t)|^2$$

while integrating it over time gives the energy density spectrum

$$\int_{-\infty}^{\infty} W_j(t, \omega) \, dt = |E_j(\omega)|^2, \quad E_j(\omega) \equiv \int_{-\infty}^{\infty} E_j(t)e^{i\omega t} \, dt.$$  

The relevant information contained in a pulse goes beyond these two integrated quantities. For example, it was shown [6] that two chirped fields with nearly identical temporal and spectral profiles yield different pump-probe signals for molecular iodine in the gas phase.

The properties of the Wigner distribution have been known for a long time. It was, however, argued that its practical use may be limited, since it requires the knowledge of the electric field for all times, past and future [21]. Nevertheless, the interest in using this distribution in the description of optical fields was resuscitated in the last few years, when it became apparent that it is not only a theoretical construct, but it can be actually retrieved from nonlinear experiments [15], providing, therefore, a method for characterizing a signal completely, both in time and frequency domain.

One of the first applications in which the Wigner distribution was directly measured was the detection of radar signals, where the temporal characteristics of the signal relate to the distance to the detected object, and the frequency showed its velocity. In this case, the modulus square of the Wigner function $|W(t, \omega)|^2$ was measured [22], [23].

A similar technique, frequency-resolved optical gating (FROG), has been introduced [24], [25]. This method enables one to measure the FROG spectrogram

$$J_{\text{FROG}}(t, \omega) \propto \left| \int_{\infty}^{\infty} E(t)E(\tau - t)F^*(\tau) \, d\tau \right|^2.$$  

This spectrogram can then be inverted, and the intensity and phase (or, equivalent to the phase, the instantaneous frequency) of a pulse is obtained. However, the correspondence between FROG signals and the temporal and spectral profiles of the field is not always unique [6], [24]. We shall denote any quantity that displays the joint spectral temporal profile of the field as a spectrogram.

In Section II, we consider heterodyne detection and the absorption of a weak probe pulse. We introduce the mixed time- and frequency-domain response function, which depends on both the material system and the exciting fields, and express the signal as a convolution of this response function and the Wigner representation of the probe field. Ideal time- or frequency-resolved measurements are shown to be two limiting cases of the signal in the Wigner picture. In Section III, we consider pump-probe experiments and express the signal as a convolution of the material response function and the Wigner representations of the pump and probe fields.

In Section IV, we study gated homodyne measurements and show that the signal can be expressed as a convolution of a single-gate Wigner function, which represents both the time and the spectral gates, and the Wigner distribution of the polarization. We study a general case where the field $E_j(t)$ passes through both the time and the spectral gate. The incoherent autocorrelation signal, to second order in the external field, representing spontaneous light emission, is calculated. In Section V, we consider coherent autocorrelation signals and apply our formulas to the three-pulse photon echo technique. We illustrate how the signal changes upon passing through the gates and how its time or frequency characteristics can be probed by selecting the gate parameters.

II. HETERODYNE DETECTION; ABSORPTION OF A WEAK PROBE

Heterodyne detection involves mixing the scattered field $E_s(t)$ generated, e.g., in a multichannel mixing process, with an additional heterodyne field $E_{\text{het}}(t)$. Within the slowly varying amplitude approximation, the measured field is proportional to the polarization $P_s(t)$ induced in the sample by external electric fields [27]

$$E_s(t) = 2 \frac{\delta_{nm} \omega_n^2 - c^2 k_n^* k_m}{\omega_n^2 - c^2 |k_s|^2} P_s(t)$$

where $k_n^*$ and $k_m^*$ are the $n$th and $m$th components of the wave vector $k_s$. The signal in the $k_s$ direction can then be written in terms of the polarization $P_s(t)$ as

$$I_{\text{het}} = \int_{-\infty}^{\infty} E_{\text{het}}(t)P_s(t) \, dt + \text{c.c.} \quad (3)$$

where

$$P_s(t) = \text{Tr}\{\hat{V}_s(t)\rho(-\infty)\}.$$  

We have defined the dipole operator

$$\hat{V} = \sum_j \hat{V}_j \exp(ik_j \cdot \tau_j) + \text{c.c.}$$

$\hat{V}(t)$ is the polarization in the Heisenberg picture, calculated with respect to the Hamiltonian with all fields present, and $\rho(-\infty)$ is the equilibrium density matrix

$$\hat{V}(t) = \exp\left\{ \frac{i}{\hbar} \int_{-\infty}^{t} H(\tau) \, d\tau \right\} \cdot \hat{V}(-\infty) \exp\left\{ -\frac{i}{\hbar} \int_{-\infty}^{t} H(\tau) \, d\tau \right\} \quad (4)$$

$\hat{V}_s$ is defined as the $k_s$ component of $\hat{V}(t)$ taken after the evolution. Usually, the heterodyne field is a replica of one
of the incoming fields (hereafter, denoted the probe), and we expand the polarization to linear order in the probe field $E_2(t)$

$$ P_s(t) = \int_{-\infty}^{\infty} dt \tilde{S}^{(1)}(t, \tau)E_2(\tau) $$

(5)

where $\tilde{S}^{(1)}(t, \tau)$ is the response function linear in the probe field [7]

$$ \tilde{S}^{(1)}(t, \tau) = \frac{i}{\hbar} \theta(t - \tau)(\tilde{V}_1(t), \tilde{V}_2(\tau)). $$

$\tilde{V}_1(t)$ is the dipole operator in the interaction picture, whose evolution is given by (4), except that the Hamiltonian now excludes the probe, but includes all other fields. $\theta(t - \tau)$ is the Heaviside step function (1 for $\tau < t$, 0 for $\tau > t$). $\tilde{V}_1$ or $\tilde{V}_2$ correspond to the wavevector of the signal and the probe field, respectively. Setting $E_{het} = E_2$, we can write the signal (3) as

$$ I_{het} = \frac{i}{\hbar} \int_{-\infty}^{\infty} dt \int_{-\infty}^{t} \int_{-\infty}^{\tau} \int_{-\infty}^{\tau} E_2^{*}(t)E_2(\tau)(\tilde{V}_1(t), \tilde{V}_2(\tau)). $$

(6)

This is the general expression for the heterodyne signal in a system excited by an arbitrary set of fields and a weak probe, whose envelope is identical to the heterodyne field.

We shall now recast this result using the Wigner representation. The Wigner function of the probe pulse $W_2(t, \omega)$ satisfies

$$ E_2^{*}(t)E_2(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_2 \left( \frac{t + \tau}{2}, \omega' \right) e^{i\omega'(t - \tau)} d\omega' $$

(7)

and the heterodyne signal (6) becomes

$$ I_{het} = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_2 \left( \frac{t + \tau}{2}, \omega' \right) e^{i\omega'(t - \tau)} \tilde{S}^{(1)}(t, \tau). $$

Changing variables as $t + \tau \rightarrow 2t'$, $t - \tau \rightarrow \tau''$, and defining a mixed time-frequency response function

$$ \tilde{S}^{(1)}(t', \tau'') = \int_{-\infty}^{\infty} dt'' \int_{-\infty}^{\infty} \tilde{S}^{(1)}(t' + \tau''/2, t'' - \tau''/2) e^{i\tau''} d\omega'' $$

(8)

we finally have

$$ I_{het} = \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_2(t', \omega'') \tilde{S}^{(1)}(t', \omega''). $$

(9)

Equation (9) is our general expression for heterodyne signals, in which both the material and the field are given by a mixed time-frequency representation.

We shall now consider two limiting cases. For an impulsive probe, whose Wigner distribution is narrowly peaked at time $t_0$

$$ W_2(t', \omega') = \mathcal{W}_2 \delta(t' - t_0) $$

(9) together with (8) give

$$ I_{het}(t_0) = \tilde{S}^{(1)}(t_0, t_0). $$

It can be easily shown that this coincides with the conventional definition of the time-resolved signal [7]

$$ I_{het}(t_0) \propto \text{Im}[\mathcal{E}^* \mathcal{P}_s(t_0)] $$

provided we expand the polarization $\mathcal{P}_s(t_0)$ using (5) and assume an impulsive probe.

In the other extreme of ideal frequency-domain measurements, we assume that the probe is narrowly peaked around frequency $\omega_0$

$$ \mathcal{W}_2(t', \omega') = \mathcal{W}_2 \delta(\omega' - \omega_0). $$

Equation (9) then becomes

$$ I_{hef}(\omega_0) = \tilde{S}^{(1)}(\omega_0, \omega_0) $$

(10)

where

$$ \tilde{S}^{(1)}(\omega_1, \omega_2) = \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} d\omega_1 \tilde{S}^{(1)}(t_1, t_2) e^{i\omega_1 t_1} e^{i\omega_2 t_2}. $$

Equation (10) coincides with the conventional definition of the frequency-resolved signal [7]

$$ I_{hef}(\omega_0) \propto \text{Im}[\mathcal{E}_s^* \mathcal{P}_s(\omega_0)] $$

To show this, we expand $\mathcal{P}_s(t)$ linearly in the probe field in the frequency domain, perform the Fourier transform in $t$, and assume that the probe field is monochromatic.

III. PUMP-PROBE SPECTROSCOPY

The heterodyne signal depends on various frequency and time parameters characterizing the incoming fields. The response function $\tilde{S}^{(1)}(t', \omega'')$ can be expanded perturbatively in powers of the excitation fields to any desired order. $(n + 2)$-wave mixing processes are described by expanding it to $n$th order. Pump-probe spectroscopy is a particular case of heterodyne detection, where the wavevector of the signal $k_s$ coincides with that of the probe $k_2$, and we have

$$ \tilde{S}^{(1)}(t, \tau) = \frac{i}{\hbar} \theta(t - \tau)(\tilde{V}_1(t), \tilde{V}_2(\tau)). $$

Hereafter, we consider pump-probe spectroscopy using a weak pump, which is a special case of heterodyne-detected four-wave mixing ($n = 2$), and expand $\tilde{S}^{(1)}(t', \omega'')$ to second order in the light field $E_1(t')$

$$ \tilde{S}^{(1)}(t', \omega'') = \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} \mathcal{W}(t', \omega'') \tilde{S}^{(3)}(t', \omega', \omega', \omega', \omega') $$

(10)

where $\mathcal{S}^{(3)}(t', \omega', \omega', \omega', \omega')$ is the third-order response function. By definition, this function vanishes for $\omega' \neq \omega$. Note that unlike the conventional response function [7], in which all time arguments are fully ordered, only partial time ordering is retained in the function $\mathcal{S}^{(3)}(t', \omega', \omega', \omega', \omega')$; there is no specific order between the time at which the probe field interacts with the system and the times of the two interaction with the pump. Introducing in analogy to (7) the Wigner representation of the pump field $W_1(t, \omega)$, we get for the pump-probe signal

$$ I_{pp} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dr' \int_{-\infty}^{\infty} d\omega' \int_{-\infty}^{\infty} \mathcal{W}_1 \left( \frac{t' + \tau}{2}, \omega' \right) \mathcal{S}^{(3)}(t', \omega', \omega', \omega', \omega') W_2(t', \omega'). $$
Changing the variables $\tau' + \tau'' \rightarrow 2\tau'$, $\tau' - \tau'' \rightarrow \tau'$, we obtain
\[
I_{PP} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt'' \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' e^{i\omega' \tau'} W_2(t', \omega') W_1(t', \omega') S^{(3)}(t', \omega', t'' + \frac{\tau'}{2}, t' - \frac{\tau'}{2}) e^{i\omega'' \tau''}.
\]  
(11)

We next define a mixed time-frequency response function
\[
S^{(3)}(t', \omega', t'', \omega'') = \int_{-\infty}^{\infty} dt'' S^{(3)}(t'', \omega'', t' + \frac{\tau'}{2}, t' - \frac{\tau'}{2}) e^{i\omega'' \tau''}.
\]
which relates to the temporal response function through a double Fourier transform
\[
S^{(3)}(t', \omega', t'', \omega'') = \int_{-\infty}^{\infty} dt' dt'' e^{i\omega' \tau'} e^{i\omega'' \tau''} S^{(3)}(t'', t'' + \frac{\tau'}{2}, t' - \frac{\tau'}{2}).
\]

Equation (11) finally assumes the form
\[
I_{PP} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt'' \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\omega' W_2(t', \omega') S^{(3)}(t', \omega', t'', \omega'') W_1(t', \omega').
\]  
(12)

This constitutes our final expression for the pump-probe signal whereby all quantities (the pump, the probe, and the material) are described by a mixed time-frequency representation.

The response function $S^{(3)}(t_1, t_2, t_3, t_4)$ can be calculated as a combination of the four-point correlation functions [26]
\[
P^{(4)}(\tau_1, \tau_2, \tau_3, \tau_4) \equiv \langle V(\tau_1)V(\tau_2)V(\tau_3)V(\tau_4) \rangle.
\]  
(13)

Here, $V(t)$ is the dipole operator in the interaction picture, whose time evolution is given by the purely material Hamiltonian $H_0$, in the absence of external electric fields as
\[
V(t) \equiv \exp \left\{ \frac{i}{\hbar} \int_{-\infty}^{t} H_0(\tau) \ d\tau \right\} V(-\infty) \cdot \exp \left\{ -\frac{i}{\hbar} \int_{-\infty}^{t} H_0(\tau) d\tau \right\}.
\]

In the impulse limit
\[
W_1(t', \omega') = W_1 \delta(t' - t_1)
\]  
\[
W_2(t'', \omega'') = W_2 \delta(t'' - t_2)
\]
where $t_1$ and $t_2$ are the times of the interactions with the pump and probe pulses, the signal (11) takes the form
\[
I_{PP}(t_2 - t_1) = 4W_1 W_2 [F^{(4)}(t_1, t_2, t_2, t_1) + F^{(4)}(t_2, t_2, t_1, t_1)].
\]

In the opposite case of ideal frequency-resolved detection, written as
\[
W_1(t', \omega') = W_1 \delta(\omega' - \omega_1)
\]  
\[
W_2(t'', \omega'') = W_2 \delta(\omega'' - \omega_2)
\]
we return to the original time variables $(t, \tau, \tau', \tau'')$ and obtain
\[
I_{PP}(\omega_2, \omega_1) = S^{(3)}(-\omega_2, \omega_2, -\omega_1, \omega_1)
\]
where $S^{(3)}(-\omega_2, \omega_2, -\omega_1, \omega_1)$ is the frequency-domain susceptibility defined by
\[
S^{(3)}(\omega_1, \omega_2, \omega_3, \omega_4) = \int_{-\infty}^{\infty} dt_1 dt_2 dt_3 dt_4 S^{(3)}(t_1, t_2, t_3, t_4)
\]  
\[
\cdot \exp(i\omega_1 t_1 + i\omega_2 t_2 + i\omega_3 t_3 + i\omega_4 t_4).
\]

IV. INCOHERENT AUTOCORRELATION MEASUREMENTS: GATED SPONTANEOUS LIGHT EMISSION

In order to observe the autocorrelation signal, the field emitted by the sample ideally passes through two gating devices, a spectral gate whose transmission function is centered around $\omega_0$ and a time gate centered at $t_0$. The measured signal (the total energy received by the detector) is given by (1), except that the field now passes through gating devices prior to its detection. Therefore, the signal becomes a function of both $\omega_0$ and $t_0$, thus retaining its time and frequency information. The gated autocorrelation signal is defined as
\[
I_{auto}(t_0, \omega_0) \propto \int_{-\infty}^{\infty} \langle E_2^* (t)E_2 (t) \rangle \ dt
\]  
(14)

where $E$ is the gated field.

We show in the Appendix that the gated signal $I_{auto}(t_0, \omega_0)$ can be recast in the form
\[
I_{auto}(t_0, \omega_0) = \int_{-\infty}^{\infty} \frac{dt' \ d\omega'}{2\pi} \Phi(t', \omega', t_0, \omega_0) I_{auto}'(t', \omega')
\]  
(15)

where
\[
I_{auto}'(t', \omega') = \int_{-\infty}^{\infty} \langle P^*(t' - \tau/2)P(t' + \tau/2) \rangle e^{i\omega' \tau} \ d\tau
\]  
(16)

is the bare autocorrelation signal corresponding to an ideal infinitely-resolved gating both in time and frequency, and $\Phi(t', \omega', t_0, \omega_0)$ is the joint gate function that depends on the transmission functions of the gates as well as the order in which they are applied. This function is precisely defined in the Appendix. The bare signal is not positive definite and it may even assume negative values. This is not the case for the gated signal, which is written as the squared amplitude (of the gated field) and is therefore always positive. The gate function $\Phi(t', \omega', t_0, \omega_0)$ is usually localized in both time and frequency. An ideal time gate, $\Phi(t', \omega', t_0, \omega_0) = \delta(t_0 - t')$, yields the time-resolved signal,
\[
I_{auto}(t_0) = |P(t_0)|^2
\]  
(17)
whereas an ideal spectral gate, \( \Phi(t' \omega; t, \omega_0) = \delta(\omega_0 - \omega') \),
gives the frequency-resolved signal

\[
I_{\text{auto}}(\omega_0) = |P(\omega_0)|^2.
\]  

(18)

Note, however, that an ideal temporal and spectral gate,
\( \Phi(t', \omega'; t_0, \omega_0) = \delta(t_0 - t')\delta(\omega_0 - \omega') \), cannot be realized due to the fundamental uncertainty of Fourier transform \( \Delta \omega \Delta t \geq 1 \).

In the Appendix, we give an example of the gate function, in which the spectral gate is given by the Fabry–Perot étalon, with the spectral width \( \gamma \) [12], and the time gate has an exponential transmission function with characteristic time \( \Gamma^{-1} \). For this model, the gate function \( \Phi(T, \Omega) \) only depends on \( T \equiv t' - t_0 \) and \( \Omega \equiv \omega' - \omega_0 \). In Fig. 1, we compare the resulting gate function assuming spectral gate first (left column), or time gate first (right column), for different ratios of \( \gamma/\Gamma \). This ratio controls the selectivity of the gate: for \( \gamma/\Gamma < 1 \) the gate has a narrow spectral transmission function and for \( \gamma/\Gamma > 1 \) a narrow temporal function. We can also see that the order in which the gates are applied is important, especially for small \( \gamma/\Gamma \).

Autocorrelation signals can be either coherent, representing the in-phase emission of many molecules, or incoherent, where we add the contributions of various molecules to the signal (rather than the amplitude). The former case will be treated in the next section where we make a specific application to three-pulse echoes. In this section, we consider an incoherent technique, spontaneous light emission, and the signal will be denoted as \( I_{\text{SLE}}(t, \omega) \). We calculate \( \langle P^*(t - \tau/2)P(t + \tau/2) \rangle \) to second order in the external field, and invoke the rotating-wave approximation. By expressing the polarization in terms of the response function convoluted with the external field, we get

\[
\langle P^*(t - \tau/2)P(t + \tau/2) \rangle = \int_0^\infty dt_1 dt_2 E^*(t - \tau_1 + \tau/2)E(t - \tau_2 - \tau/2) F^{(4)}(t - \tau_1 + \frac{\tau}{2}, t + \frac{\tau}{2}, t - \frac{\tau}{2}, t - \tau_2 - \frac{\tau}{2})
\]

(19)

where \( F^{(4)}(t_1, t_2, t_3, t_4) \) is the four-point correlation function of the dipole operator defined in (13). The Liouville–space path diagram corresponding to this correlation function is shown in Fig. 2.
We now rewrite this expression using the Wigner distribution for the external field,

\[ W_E(t, \omega) = \int_{-\infty}^{\infty} \mathcal{E}^*(t - r/2) \mathcal{E}(t + r/2) e^{i\omega r} dr. \quad (20) \]

Substituting (19) and (20) into (16), we obtain the bare signal

\[ I_{SLE}^{\omega}(t', \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dr_1 \int_{-\infty}^{\infty} dr_2 \int_{-\infty}^{\infty} d\omega_1 e^{i\omega_1 r} e^{-i\omega_1 (r_1 - r_2 - r)} \]

\[ \cdot F^{(4)} \left( t' - r_1 + \frac{r}{2}, t' + \frac{r}{2}, t' - t + r_2 - \frac{r}{2}, \frac{r}{2} \right) \]

\[ \cdot W_E \left( t' - \frac{r_1 + r_2}{2}, \omega_1 \right). \quad (21) \]

We next change variables \( r_2 + r_1 \rightarrow 2r', r_2 - r_1 + \tau \rightarrow r'' \)

and define the mixed time-frequency representation of the four-point correlation function

\[ F^{(4)}(t'', \omega''; t', \omega') = \int_{-\infty}^{\infty} dr'' \int_{-\infty}^{\infty} d\omega'' e^{i\omega'' r''} \]

\[ \cdot F^{(4)} \left( t'' + \frac{r''}{2}, t' + \frac{r}{2}, t' - \frac{r}{2}, t'' - \frac{r''}{2} \right). \quad (22) \]

Similar to the response functions in Section II, we define

\[ F^{(4)}(t_1, t_2, t_3, t_4) \equiv 0 \quad \text{for} \quad t_1 > t_2, t_4 > t_3 \]

thus extending the integrals in (22) to infinity. The gated signal (15) finally takes the form

\[ I_{SLE}^{\omega}(t_0, \omega_0) = \int_{-\infty}^{\infty} dt' d\omega' \Phi(t', \omega'; t_0, \omega_0) I_{SLE}^{\omega}(t', \omega') \]

\[ \cdot F^{(4)}(t' - r', \omega'; t', \omega') W_E(t' - r', \omega'), \quad (23) \]

where the bare signal (21) is given by

\[ I_{SLE}^{\omega}(t', \omega) = \int_{-\infty}^{\infty} \frac{dr'}{2\pi} \frac{d\omega_1}{2\pi} F^{(4)}(t' - r', \omega_1; t', \omega) W_E(t' - r', \omega_1). \]

In this expression, the signal is given by a convolution of a material response function, a Wigner function for the pump field, and a detection gate function, all written in a mixed time-frequency representation.

V. COHERENT AUTOCORRELATION MEASUREMENTS: GATED THREE-PULSE ECHOES

In this section, we will focus on coherent autocorrelation signals, obtained when the fields \( \mathcal{E}_1(t - r/2) \) and \( \mathcal{E}_2(t + r/2) \) are generated by contributions of many uncorrelated molecules, so that the quantum mechanical autocorrelation function in the integrand of (16) can be factorized as

\[ \langle \mathcal{P}_s^*(t' - r/2) \rangle \langle \mathcal{P}_s(t' + r/2) \rangle. \]

We thus have

\[ I_{coh}^{\omega_1}(t', \omega'; k_x) = \int_{-\infty}^{\infty} \langle \mathcal{P}_s^*(t' - r/2) \rangle \langle \mathcal{P}_s(t' + r/2) \rangle e^{i\omega_1 r} dr. \quad (24) \]

As an illustration, we calculate the gated three-pulse echo for a two-level chromophore. Consider the coherent signal (24) in a four-wave mixing experiment involving three laser pulses:

\[ E(t, \tau) = \mathcal{E}_1(t + t_12 + t_23) e^{ik_1 r} \]

\[ + \mathcal{E}_2(t + t_12) e^{ik_2 r} + \mathcal{E}_3(t + t_12) e^{ik_3 r} + \text{c.c.} \]

We assume that pulse 1 comes first, then 2, and finally 3; \( t_12 \) and \( t_23 \) are the (positive) time delays between the pulses. We calculate the signal with the outgoing wavevector \( k_x = k_3 + k_2 - k_1 \), and frequency \( \omega_s = \omega_3 + \omega_2 - \omega_1 \), measured at times \( t_3a \) after pulse 3. The polarization \( \mathcal{P}(t_3a) \) to third order in the external field is given in [7]. Assuming that the pulses are short compared with all relevant material timescales (impulsive measurements), and selecting the terms that contribute to the photon echo signal, we have

\[ \langle \mathcal{P}_{PE}^{(3)}(k_x, t_3a) \rangle = \mathcal{R}^{(3)}(t_3a, t_23, t_12) \]

where

\[ \mathcal{R}^{(3)}(t_3a, t_23, t_12; k_x) = \]

\[ = R_1^{(3)}(t_3a, t_23, t_12) \]

\[ + R_2^{(3)}(t_3a, t_23, t_12) \]

\[ = F^{(4)}(t - t_3a, t, t - t_3a, t - t_3a, t - t_3a, t - t_3a, t - t_3a, t - t_3a) \]

\[ = F^{(4)}(t - t_3a, t, t - t_3a, t - t_3a, t - t_3a, t - t_3a, t - t_3a, t - t_3a) \]

\[ (25) \]

\[ \langle \mathcal{P}_{PE}^{(3)}(k_x, t_3a) \rangle = \mathcal{R}^{(3)}(t_3a, t_23, t_12) \]

\[ \cdot \]

\[ \left( \right) \]

\[ \left( \right) \]
and \( P^{(4)} \) is the four-point correlation function as defined in (13). The Liouville-space paths corresponding to \( R^{(3)} \) are shown in Fig. 3, and the signal can then be written as

\[
I_{\text{coh, PE}}(t_{3s}, \omega) = \int_{-\infty}^{\infty} R^{(3)*}(t_{3s} - \frac{\tau}{2}, t_{12}, t_{23}) R^{(3)}(t_{3s} + \frac{\tau}{2}, t_{12}, t_{23}) e^{i\omega \tau} d\tau. \tag{26}
\]

We will apply this result to a two electronic-level model with several primary nuclear harmonic modes coupled linearly to the electronic system. The nuclear degrees of freedom are in turn coupled to a harmonic oscillator bath. This Brownian oscillator model provides a realistic description of condensed phase systems by incorporating homogeneous and inhomogeneous dephasing, spectral diffusion, and quantum beats in a unified fashion. The response functions (26) take the form [7]

\[
R_1(t_{3s}, t_{12}, t_{23}) = \exp\{i\omega_{eg}(t_{3s} - t_{23})\} \cdot \exp\{-g^*(t_{3s}) - g(t_{23}) + g(t_{12}) - g(t_{12} + t_{3s}) - g^*(t_{12} + t_{23}) + g^*(t_{12} + t_{23} + t_{3s})\}
\]

\[
R_2(t_{3s}, t_{12}, t_{23}) = \exp\{i\omega_{eg}(t_{3s} - t_{23})\} \cdot \exp\{-g(t_{3s}) - g^*(t_{23}) + g(t_{12}) - g(t_{12} + t_{3s}) - g^*(t_{12} + t_{23}) + g^*(t_{12} + t_{23} + t_{3s})\}
\]

where \( \omega_{eg} \) is the electronic transition frequency and the function \( g(t) \) is given by

\[
g(t) = \sum_{j=1}^{N} \frac{2\lambda_j}{\beta \hbar \Lambda_j} \left[ -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega}{\omega^2} \hat{C}_j(\omega) \exp(-i\omega t) + i\omega t \right].
\]

Here, we consider the limiting case of overdamped modes in the high-temperature limit \( \beta \hbar \Lambda_j \ll 1 \), which are typical for low-frequency solvent modes. In this case, \( \gamma_j \gg 2\omega_j \), where \( \gamma_j \) is the coupling strength of a primary oscillator to the bath. We have

\[
g_j(t) = \left[ \frac{2\lambda_j}{\beta \hbar \Lambda_j} - i \frac{\lambda_j}{\Lambda_j} \right] e^{-\Lambda_j t} + \Lambda_j t - 1
\]

\[
\gamma_j \equiv \frac{\hbar}{2m_j \omega_j^2}, \quad \Lambda_j \equiv \frac{\omega_j^2}{\gamma_j}.
\]

In the inhomogeneous limit \( \kappa^2 \equiv \beta \hbar \Lambda_j^2 / 2 \lambda_j \ll 1 \), the nuclear dynamics (with timescale \( \Lambda_j^{-1} \)) are slow, and this formula reduces to

\[
g_j(t) = \eta^2 t^2, \quad \eta^2 \equiv \sum_{j=1}^{N} \frac{\lambda_j}{\beta \hbar}.
\]

The response function (26) then takes the form

\[
R^{(3)}(t_{3s}, t_{12}, t_{23}) = 2e^{i\omega_{eg}(t_{3s} - t_{23})} \cdot \exp\{-2\eta^2(t_{3s} - t_{23})^2\}
\]

and the bare signal (26) assumes the Gaussian shape in both time and frequency as

\[
I_{\text{coh, PE}}(t_{3s}, \omega') = \exp\{-2\eta^2(t_{3s} - t_{23})^2\} \exp\left\{ -\frac{(\omega' - \omega_{eg})^2}{2\eta^2} \right\}. \tag{28}
\]

In the other extreme, \( \kappa \gg 1 \), the nuclear dynamics are fast compared with the coupling frequency, and (27) reduces to

\[
g(t) = \frac{\hat{\Gamma} t - i\lambda t}{\beta \hbar \Lambda_j}, \quad \hat{\Gamma} \equiv \sum_{j=1}^{N} \frac{2\lambda_j}{\beta \hbar \Lambda_j}, \quad \lambda \equiv \sum_{j=1}^{N} \lambda_j.
\]

We then have

\[
R^{(3)}(t_{3s}, t_{12}, t_{23}) = 2e^{i\omega_{eg}(t_{3s} - t_{23})} \cdot \exp\{-\hat{\Gamma}(t_{3s} + t_{23})\} \delta(\omega' - \omega_{eg} + \lambda),
\]

which yields for the bare signal

\[
I_{\text{coh, PE}}(t_{3s}, \omega') = \exp\{-2\hat{\Gamma}(t_{3s} + t_{23})\} \delta(\omega' - \omega_{eg} + \lambda). \tag{29}
\]

In Fig. 4, we display the bare signals for various values of \( \kappa \). The first column shows the signal \( I_{\text{coh, PE}}(t, \omega) \), and the second and the third columns represent this signal integrated over frequency and time, respectively. For comparison, we also present the linear absorption lineshape (dashed line) in the third column [7],

\[
\sigma(\omega') = \text{Re} \cdot \int_{-\infty}^{\infty} e^{i(\omega' - \omega_{eg})t} g(t) dt. \tag{30}
\]

For small \( \kappa \) [Fig. 4(a)], we see the echo signal at \( t_{3s} = t_{23} \) as given by (28). As \( \kappa \) increases, the echo shifts toward smaller values of \( t_{3s} \) and finally vanishes completely. In addition, the signal becomes spectrally narrower, and for large \( \kappa \) [Fig. 4(e)] (times that are not too short) tends to the limit given by (29). We also see how the frequency shifts as we go from the inhomogeneous to the homogeneous limit: for small \( \kappa \), the spectrum is centered at \( \omega = \omega_{eg} \), whereas for large \( \kappa \) at \( \omega = \omega_{eg} + \lambda \). All the signals in Fig. 4 are normalized to 1 at the maximum.

To illustrate the effect of the gate, we consider the bare signal in the inhomogeneous limit and assume that the spectral and time gates are given by (39) and (40). The signal is then calculated by (15) as a convolution of the bare signal (28) and the joint gate function calculated in the Appendix [see (42)] as

\[
I_{\text{coh, PE}}(t_{3s}, \omega_0) = \int_{-\infty}^{t_{3s}} dt_{3s} \cdot \frac{1}{2\pi} \cdot \frac{e^{-2\Gamma t_{3s} - t_{3s}}}{(\omega' - \omega_0)^2 + \Gamma^2} \cdot \exp\{-2\eta^2(t_{3s} - t_{23})^2\} \cdot \exp\left\{ -\frac{(\omega' - \omega_{eg})^2}{2\eta^2} \right\}.
\]

Fig. 5 shows how the nature of the signal varies, depending on the relative magnitude of the parameters \( \eta \) and \( \Gamma \). If \( \Gamma \gg \eta \), the gate provides high temporal resolution, and the gated signal has the same temporal shape as the bare one. On the other hand, if \( \Gamma \ll \eta \), we can improve spectral resolution by sacrificing the time resolution. We present in
Fig. 4. Three-pulse echo signal (26) for one overdamped Brownian oscillator calculated for different values of the parameter $\kappa$. The first column represents the signal $I_{\text{echo}}(t, \omega)$, and the second and third give the same signal integrated over frequency and time, respectively. The dashed line in the third column is the absorption spectrum (30). Time (frequency) are expressed in the units of $\lambda^{-1}(\lambda)$. The transition frequency is $\omega_{eg} = 5\lambda$. The temperature is $\beta\hbar\lambda = 0.1$ and the time intervals $t_{12} = t_{23} = 3\lambda^{-1}$.

Fig. 5 the bare signal (28) [Fig. 5(a)] and the gated signals for $\Gamma = \eta/5, \Gamma = \eta/2.2,$ and $\Gamma = \eta$ [Fig. 5(b)–(d)]. In all the plots, we used $\gamma = 5\Gamma$.

VI. CONCLUSION

The formal results as well as the calculations presented here clearly demonstrate the usefulness of mixed time-frequency representations of optical signals. Such representations provide a clear physical insight most valuable for the interpretation and the computation of optical measurements. With this picture, both the light pulses and the gates enter in the signal as double frequency and time convolutions with a “bare” purely material signal. Thus, the role of the probe pulse in pump-probe
spectroscopy is shown to be very similar to that of the optical gate in fluorescence measurements. The time- and frequency-resolved signal provides information about the time-dependent phase of the signal field. In fluorescence measurements, for example, (15) shows the time-dependent Stokes shift, which reflects solvent dynamics [5]. This information is not contained in the integrated signals (17) and (18). The same conclusions hold also for other nonlinear measurements. The gated signal of some low-order processes formally contains information that requires higher order nonlinearities with integrated detection, since it depends on a correlation function that contains additional time variables. Detailed studies, which could clarify the relevant information (e.g., homogeneous versus inhomogeneous broadening) and show the best detection mode, can be made using, for example, the multimode Brownian oscillator model.

**APPENDIX**

**TIME- AND FREQUENCY-GATED AUTOCORRELATION SIGNAL**

We consider a setup in which the emitted field passes through two gating devices, a spectral and a time gate. The spectral gate is a spectrometer, which transmits energy in a specific frequency interval centered near some selected frequency \(\omega_0\). We will characterize it by the spectral transmission function \(\mathcal{F}_s(\omega; \omega_0)\), and the gated field is

\[
\mathcal{E}(\omega) = \mathcal{F}_s(\omega; \omega_0) \mathcal{E}'(\omega).
\]

(A1)

Here \(\mathcal{E}'(\omega)\) and \(\mathcal{E}(\omega)\) are the fields before and after passing through the gate, respectively. We shall denote them the bare and the gated signal, and throughout this section, bare quantities will be denoted by a prime (').

Equation (A1) can be rewritten in time domain using the convolution

\[
\mathcal{E}(t) = \int_{-\infty}^{\infty} \mathcal{F}_s(t - t_1; \omega_0) \mathcal{E}'(t_1) \, dt_1.
\]

(A2)

For reasons of causality, \(\mathcal{F}_s(\tau; \omega_0)\) must vanish identically for \(\tau < 0\).

The time gate acts in the time domain similar to the spectral gate in frequency domain: it transfers the field for a short time interval centered around \(t_0\). The gated field is

\[
\mathcal{E}(t) = \mathcal{F}_t(t; t_0) \mathcal{E}'(t)
\]

(A3)

where \(\mathcal{F}_t(t; t_0)\) is the temporal transmission function. Note that the order in which the two gates are applied is important, even though both devices are linear and independently adjustable. However, signals obtained for different orders of the gates carry equivalent information regarding the bare field [27]. From a practical point of view, to attain optimal time and frequency resolution, it is advantageous to apply first the gate with the less-ideal transfer function [27]. Below we will consider both configurations.

We start with the case when the spectral gate is applied first. The field after passing both gates is obtained by combining (A2) and (A3):

\[
\mathcal{E}(t) = \int_{-\infty}^{\infty} \mathcal{F}_t(t; t_0) \mathcal{F}_s(t - t_1; \omega_0) \mathcal{E}'(t_1) \, dt_1.
\]

The measured signal (the total energy received by the detector) is given by (14). In terms of the polarization, it can be written as

\[
I_{\text{auto}} = \iint dt \, dt_1 \, dt_2 |\mathcal{F}_s(t; t_0)|^2 \\
\cdot \mathcal{F}_s^*(t - t_1; \omega_0) \mathcal{F}_s(t - t_2; \omega_0) \\
\cdot \langle \mathcal{P}^*(t_1) \mathcal{P}(t_2) \rangle.
\]

(A4)
We now introduce the Wigner function for the spectral gate
\[ W_s(t, \omega) = \int_{-\infty}^{\infty} F_s(t - \tau/2) F_s(t + \tau/2) e^{i\omega'\tau} d\tau \]
and define the bare autocorrelation signal (16).

Substituting this into (A4), we obtain
\[
I_{\text{auto}} = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{d\omega''}{2\pi} e^{i(t_2 - t_1)(\omega'' - \omega')} |\mathcal{F}_s(t; t_0)|^2 \\
\cdot \mathcal{W}_s \left( t - \frac{t_1 + t_2}{2}, \omega'' \right) \Phi_{\text{auto}} \left( \frac{t_1 + t_2}{2}, \omega' \right).
\]

We further change the variables \( t_1 + t_2 \rightarrow 2t', t_2 - t_1 \rightarrow t'' \), calculate the integrals with respect to \( t'' \) and \( \omega'' \), and the autocorrelation signal assumes the final form
\[
I_{\text{auto}}(t_0, \omega_0) = \int_{-\infty}^{\infty} \frac{dt'}{2\pi} \frac{dt'}{2\pi} \Phi_{st}(t', \omega'; t_0, \omega_0) I_{\text{auto}}(t', \omega')
\]
(A5)

where we defined the joint gate function that includes the characteristics of both the spectral and time gates
\[
\Phi_{st}(t', \omega'; t_0, \omega_0) = \int_{-\infty}^{\infty} dt |\mathcal{F}_s(t; t_0)|^2 \mathcal{W}_s(t - t', \omega' \omega_0).
\]
(A6)

The subscript \( st \) indicates that the signal first passes through the spectral gate and then through the time gate.

Assuming specific forms of the time and spectral gates, we get the signal measured in different experimental setups. If the time gate is infinitely short, \( \mathcal{F}_s(t; t_0) = \delta(t - t_0) \), we obtain the spectrograms discussed in [12]. If the signal passes only through the time gate, then the gate acts like the reference pulse in the FROG configuration.

It is convenient to define also the Wigner function for the time gate
\[
W_s(t, \omega) = \int_{-\infty}^{\infty} \mathcal{F}_s(t - \tau/2) \mathcal{F}_s(t + \tau/2) e^{i\omega\tau} d\tau.
\]
The joint gate function (A6) then assumes the form
\[
\Phi_{st}(t', \omega'; t_0, \omega_0) = \int_{-\infty}^{\infty} \frac{dt}{2\pi} \frac{dw}{2\pi} W_s(t, \omega; t_0) W_s(t - t', \omega'; \omega_0).
\]
(A7)

This gate function is centered around the frequency \( \omega_0 \) and the time \( t_0 \) and acts as a filter on the bare signal \( \mathcal{F}_s \). The gated signal can be calculated as a convolution of the gate function \( \Phi_{st}(t', \omega'; t_0, \omega_0) \) and the bare signal (15).

When the time gate is applied first, we can write the signal in the same form. The gated field is then written as
\[
E(t) = \int_{-\infty}^{\infty} \mathcal{F}_s(t - t_1; \omega_0) \mathcal{F}_s(t'; t_0) E'(t_1)
\]
and if we define the joint gate function as
\[
\Phi_{ts}(t', \omega'; t_0, \omega_0)
\]
\[
= \int_{-\infty}^{\infty} \frac{dt}{2\pi} \frac{d\omega}{2\pi} W_s(t, \omega; \omega_0) W_s(t', \omega - \omega'; t_0)
\]
(A8)

or, after calculating the integral with respect to \( t \),
\[
\Phi_{ts}(t', \omega'; t_0, \omega_0) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} |\mathcal{F}_s(\omega; \omega_0)|^2 W_s(t', \omega - \omega'; t_0)
\]
we recast (15) for the gated autocorrelation signal with the joint gate function (A8) instead of (A7).

As an example, we shall consider the case when the spectral gate is given by the Fabry–Perot étalon [12], and the time gate is exponential,
\[
\mathcal{F}_s(\omega; \omega_0) = \frac{1}{\sqrt{1 + (\omega / \omega_0)^2}},
\]
(A9)
\[
\mathcal{F}_t(t; t_0) = e^{-\gamma|t - t_0|}.
\]
(A10)

Note that the transmission functions (A9) and (A10) depend on \( t, t_0 \) and \( \omega, \omega_0 \) only through the combinations \( t - t_0 \) and \( \omega - \omega_0 \). In this case, the joint gate function \( \Phi_{st}(t', \omega'; t_0, \omega_0) \) only depends on \( T \equiv t' - t_0 \) and \( \Omega \equiv \omega' - \omega_0 \). The joint gate function for the gates (A9) and (A10), calculated by (A6), assumes the form
\[
\Phi_{st}(T, \Omega) = \begin{cases}
\frac{e^{-2IT}}{\Omega^2 + (T + \gamma)^2} & T > 0 \\
\frac{e^{2IT}}{\Omega^2 + (T - \gamma)^2} & T < 0
\end{cases}
\]
\[
- \frac{4\Gamma^2 e^{2\gamma T}}{2\Omega^2 + (\gamma + T)^2 - (\gamma - T)^2 - 4\gamma^2}
\]
\[
\times \left\{ \Omega \cos 2\Omega T - \frac{\Omega^2 - \gamma^2}{2\Omega} \sin 2\Omega T \right\},
\]
(T < 0).
(A11)

In the case \( \gamma \gg \Gamma \), the above expression simplifies and can be written in the compact form
\[
\Phi_{st}(T, \Omega) = \frac{e^{-2IT}}{\Omega^2 + \gamma^2}.
\]
(A12)

For the reverse order of gates (time gate first), we have
\[
\Phi_{ts}(T, \Omega) = \frac{e^{-2\gamma T}}{\Omega^2 + (\gamma + T)^2} \left\{ \Omega^2 - \gamma^2 \right\} \cos 2\Omega T - \frac{4\Gamma\gamma}{\Omega^2 + \gamma^2} \sin 2\Omega T.
\]
(A13)

The functions \( \Phi_{st}(T, \Omega) \) and \( \Phi_{ts}(T, \Omega) \) for different values of the parameters \( \gamma \) and \( \Gamma \) are shown in Fig. 1. More elaborate gating profiles may be obtained using pulse-shaping techniques.
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