Femtosecond photon echoes in molecular aggregates
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Two-pulse four-wave-mixing signals from molecular aggregates, including effects of two-exciton
states, static disorder, and exciton-phonon interaction represented by arbitrary spectral densities are
calculated. Three types of contributions to the signal are identified. The first, reflecting exciton
self-correlation, is similar to the photon echo from disordered two-level systems and dominates the
signal for long time-delays. The second is related to correlations of one-exciton states, whereas the
third reflects correlations between one- and two-exciton states. The information gained by
completely resolving the signal fieldoth amplitude and phaseés analyzed using Wigner
spectrograms. €1997 American Institute of Physids$S0021-960627)02031-X]

I. INTRODUCTION tions of optical signals from molecular aggregates and nano-
structures, incorporating effects of static disorder by Monte-
Molecular aggregates have recently become an object afarlo simulationg!:23-26
extensive studies using a variety of ultrafast nonlinear spec-  Exciton-phonon interactions have been included in the
troscopic techniques.’ Despite a relatively simple structure model using equations of motion for exciton and phonon
of electronic excitations represented by Frenkel excitongariables, with truncation of higher order members of the
(compared to inorganic semiconductor materials and conjuexciton hierarchy’ These equations can describe phonon-
gated polyengs optical signals from molecular aggregatesinduced incoherent exciton motion which shows up in de-
show signatures of complex physical phenomena: excitongenerate four-wave mixing and transient-grating techniques;
exciton scattering due to their repulsifRauli exclusionand  however they do not include two-exciton states, and there-
attractive(e.g., dipole-dipolginteractions, static disorder re- fore apply only far from two-exciton resonances. A more
sulting in elastic scattering and exciton localization, whereaprofound maximum-entropy factorizatiéh,has been pro-
strong exciton-phonon coupling may induce inelastic excitorposed, which interpolates between the coherent and the in-
scattering and exciton-self trappiriglso known as exciton coherent limits. However it does not fully describe the com-
dynamical localization Coherent and incoherent exciton dy- bined effects of two-exciton resonances and exciton
namics in J-aggregatts and in light harvesting transport. A theory which describes these combined effects
complexe$® has been probed by various time-domain opti-on third-order optical susceptibiliti& was developed
cal measurements such as fluorescence depolariZation,recently?® using equations of motion for exciton variables,
hole burning!®~*® pump-probé;*~*® and photon echoé$:®®  where exciton-phonon coupling was taken into account
Interpretation of current experiments constitutes a complithrough relaxation operators, evaluated using projection op-
cated task since a theory which incorporates exciton-excitogrator technique®3! Closed Green function expressions
interaction, strong exciton-phonon coupling, and static disor{GFE) for the third-order response were obtained by using an
der is yet to be developed. Existing theories of nonlineampproximate factorized form of relaxation operators, as op-
optical response in molecular aggregates are based on tp@sed to previous schemes of Refs. 27,28 where factoriza-
Frenkel exciton Hamiltonian which describes an aggregatgon is imposed directly on the dynamical variables in the
made out of two-level molecules and conserves the numbefquations of motion. The same results were obtained
of excitons. They can be classified according to the level otarlief>*? using diagrammatic techniques with partial
reduction with respect to nuclegphonon variables. At the infinite-order resummations of the most important terms in
lowest level one keeps electror(iexcitonig degrees of free- the expansions of optical susceptibilities in the exciton-
dom only. Neglecting exciton-phonon coupling, exact ex-phonon coupling. The GFE and their generalizat?ém ag-
pressions for the third-order nonlinear optical response havgregates made of three-level molecules have been recently
been derivetf using equations of motion for one- and two- applied to study the role of exciton-phonon coupling in the
exciton variables. These equations are closed using the puptimp-probe signals from LH2 antenna complexes of purple
state factorizatiohof higher order variables. These expres-bacteria®* Since exciton-phonon coupling is treated pertur-
sions have been later recast in terms of the exciton-excitobatively through relaxation operators, the approach is limited
scattering matri¥’ For one-dimensional aggregates with to weak exciton-phonon coupling and is not sensitive to the
nearest-neighbor intermolecular coupling, the third ordedetailed features of the nuclear spectral densities. This is a
nonlinear response functions have been alternativelgerious limitation for one-dimensional systems such as linear
calculated* using the sum-over states approach and thel-aggregates, and circular LH1 and LH2 antenna complexes,
Wigner-Jordan representation for two-exciton stat€é8oth  since even weak exciton-phonon coupling leads to a polaron
formulations have been successfully employed in calculaformatior?® and weak static disorder results in Anderson
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localization®® Effects of exciton localization and self- Refs. 25, 43 treats exciton-phonon coupling on the simplest
trapping(polaron formatiom on relaxed fluorescence of LH2 level by adding homogeneous dephasing, and therefore does
antenna complexes have been studied in Ref. 37. Howevenpt fully take into account effects of nuclear spectral densi-
that approach assumes that the aggregate is equilibrated ties. Nevertheless it gives insight into disorder-induced sta-
the excited state, and does not describe the time evolution distics of exciton levels.

the signal. The paper is organized is follows. In Sec. Il we present

On the other hand, the model of a single two-level chro-the Frenkel exciton Hamiltonian coupled to a bath repre-
mophore coupled to a harmonic bath is exactly solvable andented by arbitrary spectral densities, and give expressions
strong exciton-phonon coupling can be taken into accounfor the third-order nonlinear optical response functions. Then
explicitly.~*® This model has been commonly used in thein Sec. Il we employ the exciton representation and derive
analysis of four-wave-mixing measuremetits* A proce-  expressions for the optical response, assuming that bath-
dure which allows to treat the dynamics of aggregatesnduced nondiagonal coupling in the exciton representation
strongly coupled to nuclear motions by identifying a few may be neglected. Explicit formulas for various two-pulse
collective nuclear variables has been propd¥ethis yields ~ four-wave-mixing signals including the time-integrated,
equations of motion for wavepackets representing the colledime-resolved and frequency-resolved FWM signals, as well
tive coordinates; solving these equations of motion remaings the Wigner spectrogram, which is a mixed time-frequency
however a demanding task. representation, are given in Sec. IV. In Sec(sée also Ap-

In summary, there are three types of theories which dependix Q we apply the results of Sec. IV to simple excitonic
scribe the photophysics of molecular aggregdipsheories  two-, three-, and four-level systems coupled to an over-
which take into account the structure of electronic excita-damped Brownian-oscillator. The analysis of the different
tions explicitly using very simple models of exciton-phonon FWM signals provides insight into the dynamics induced by
coupling, (ii) theories which treat exciton-phonon interac- the combined effects of excitonic structure, exciton-phonon
tions explicitly, for a single electronically excited level, and coupling, and static disorder. Numerical results for FWM
(iii ) theories which account for realistic structure of elec-signals from the B850 band of LH2, modeled as a ring con-
tronic excitations and collective nuclear dynamics. Howeversisting of 18 Bchl-a monomefS, with nearest-neighbor in-
efficient numerical methods for solving the resulting equateractions, are presented in Sec. VI. Recent photon echo
tions of motion for wavepackets are yet to be developed. studies on photosynthetic antenna complexes LH1 and

The goal of this paper is to develop a theory of four- LH2' show the dependence of the time-integrated signals on
wave mixing in molecular aggregates which combines théhe time delay. Experimental results have been interpreted
advantages ofi) and (i) and overcomes the numerical dif- using a two-level system coupled to a bath with complex
ficulties of (jii). This theory therefore corresponds to an in-spectral densitie¥. One important issue addressed in these
termediate level of description betweéd, (i), and the calculations is whether the experimental results of Ref. 18
theory of(iii ). The present theory takes into account realisticcan be interpreted using a realistic structure of electronic
structure of electronic excitations together with detailed in-€Xcitations with a simple model of homogeneous exciton
formation about exciton-phonon coupling represented bydephasing, and to what extent they provide a direct probe for
spectral densities and static disorder. Our main assumptioifi€ underlying spectral densities. We compare different mod-
which simplifies the solution considerably is that effects oféls for exciton-phonon coupling and disorder and demon-
static disorder are stronger than exciton-phonon interactionstrate their signatures in the optical signals. Our results are
The theory is applied to the analysis of two-pulse four-wavefinally summarized in Sec. VII.
mixing in LH2 antenna complexes. This is an optical tech-
nigue which allows the selective elimination of inhomoge-
neous broadeningThe nature of the two-pulse four-wave- I1l. MODEL HAMILTONIAN AND NONLINEAR OPTICAL
mixing signal is well understood in the case of a two-levelRESPONSE OF FRENKEL EXCITONS
system where the echo originates from self correlation of the .
excited electronic state. The echo decay in the case of cou- We describe an aggre_gate made c.)f two-level molgcules
pling to a harmonic bath can be calculated exatfhoton coupled to a bath consisting of nucle(antramoleculgr, in-
echoes in molecular aggregates do not have a simple phy _rmolecula_r and so_lveh_tdegrees of freedom, using the
cal interpretation since the electronic structure of the aggre- renkel-exciton Hamiltoniaf

gate is more complicated and photon echoes reflect one- m#n
exciton state correlations and correlations between one- and H=_2, Q,(q)BIB,+ >, Jni(a)BI B, + Hoh, 1
mn

two-exciton states. Photon echoes in disordered aggregates

have been studied using analytical metf6d&in the weak whereB, (B') are exciton annihilatioricreation operators,
localization limit, i.e. when one-exciton states are not local-with commutation relations

ized and the localization length, is much larger than the — +

disorder-induced mean free path. It has been shown that pho- [Bm.Bn]= Omn(1~2BrBm), @
ton echoes in this situation originate from strong excitonH, is the phonon Hamiltonian, angl represents the com-
correlations and can be conveniently described using multiplete set of nuclear coordinates. Exciton-phonon coupling is
dimensional spectral densiti&s**However, the approach of incorporated through thg-dependence o}, andJ,,. The
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polarization operatoP representing coupling of the aggre- Ill. EXCITON REPRESENTATION OF THE THIRD-

gate to the optical field-E(t)- P has a form ORDER RESPONSE
We shall be interested in the third-order optical response
_ t
P= ; (B Bro), ) where only the ground, the one-exciton, and the two-exciton

) » ) states of the electronic system are relevant. To recast the
where dy, is the transition dipole of thenth molecule.  amiitonian using the exciton representation in the relevant

Adopting a harmonic model for the bath and expandingector space of states we introduce one-exciton and two-
{24() andJmy(q) to first order ing, the Hamiltonian Eq(1) exciton creation(annihilation operatorsB® (B,) and 2=
H r )

can be partitioned in the form . i
(Y., respectively, with u=1,...N and u=1,...,
_ N(N—1)/2, whereN is the number of molecules in the ag-
H=He— > q't\BIB.+Hp. 4 . .
€ %‘H AmnSmSn* Hpn @ gregate. The exciton operators can be defined as

HereH, is the exciton(system Hamiltonian
10\ — t TR0 —
o Bﬂ|o>=; ¢,(MBJ0), B!Bl0)=0,
HeEE QnBIBn"' 2 JmnB;ran_"th’ (5) (11)
n mn
Ty — Tt Tetiny—
. . Y-0)=2, ¥ (m,n)B B, |0), Y-B |0)=0,
and q°), represent collective bath coordinates. All relevant w10 % (M) BB/ 0) xBnl0)
information about the exciton-phonon interaction is con- ) )
tained in the following matrix of spectral densities: where|0) is the electronic ground state,,(n) and ¥, (mn)
) represent the one-exciton and two-exciton eigenstates of the
[ , iton HamiltonianH, with energiese, and e, respec-
C =_| dtexgiot)([qt),q(0)]), (g  SXciton Ha e W > Ko .
moki(©) ZJ_DO A @O{Ldmn(1), Qi (0)]), (6) tively. In this representation two-exciton states are obtained
by acting with two-exciton creation operators, which are bi-

where the expectation value and the time evolution in thEfinear combinations of one-exciton creation operators. Re-

r.h.s._ of Eq.(6) are taken with respect to the free phonon casting the Hamiltonian in terms of exciton operators yields
HamiltonianH ,,.

The time-domain optical response functiBfts,t,,t,) H=Hy+H,, (12)
which relates the third-order nonlinear polarizat®ii)(t) to _
the driving fieldE(t) it defined by with
P(3>(t)=i3fO dtsfo dtzfO dt; R(ts,ts,ty) Ho=2 €,BlB,+2 €YY+ q\’BB,
® “ ®
XE(t—t3)E(t—tz3—t,)E(t—ty—t,—ty). (7)
-3 37 L2 37—l +Z q(M—C)Y:f(ﬁ-th, (13)
The response function can be represented as of a sum of P
eight term$ _
MmFEV nFE v

4

Hy=> q®B'B,+ > q%vyly,,
R(ta,tzytﬂzzl [Ra(ts,t2,t) — Ry (ts,t5,t1)], (8 ! TR PR

Each of the contributions can be expressed in terms of th@nd the polarization operatét adopts the form
4-point correlation function of the polarization operator

F(14,73,72,71)=(P(74)P(73)P(12)P(79)). 9
We then have

P=2> d,(B,+B)+> dM;(YT;BMJr BLY). (14
e Hu

Expressions for the transition dipolds, d,, ;, and the col-

Ry(tz,to,t1)=(P(ty) P(t;+ty) P(t; +t,+1t3) P(0)), lective coordinates in the exciton representaﬂiﬁﬁ, qﬁjc),
© “andq®-in terms of the original collective coordinates
Ro(t3,t5,t1)=(P(0)P(ty+1t,) P(ty +t,+t3) P(ty)), qﬁ:’)” 9 I\ : g
Oy are given in Appendix A.
Ra(tz,t,t1)=(P(0)P(t) P(t;+1t,) P(t; +1t,+t3)), Using this representation, the correlation funct®man
( be represented as a sum of two terms, which do Rg} &nd

Ra(ts.tz,t1)=(P t1+t2+t3)P(t1+t2)P(tl)P(0)>'(1 do (F,) involve two-exciton states, in the sum-over-states

0 expansiof?? of the r.h.s. of Eq(9),
In Egs.(10) P(t) are Heisenberg operators whose time evo-
lution is determined by the material Hamiltoniah and the
expectation values are taken with respect to the equilibrium F(T4'T3’72'7'1)Ej§1 Fi(74,73,72,71).- (15
density matrix of the system corresponding to the same

Hamiltonian. These formal expressions will be evaluated inEquation (15) together with Eqs(8)—(10) yield a sixteen
the coming sections. term representation for the optical response funcRon

2
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2

R(ts,tz,t)= >,

a=1j=1

with
le(tg,tz,t1)=Fj(tl,t1+t2,tl+t2+t3,0),
Ryj(ta,ta,ty) = Fj(0, ty+ 1oty +to+13,1y),
Rsj(ts,ty,t) =F;(0, ty,ty +t+ 13, +1y),

R4J'(t3,t2 ,tl) = Fj(tl+t2+t3,tl+t2 ,tl,O).

Using the notation of section IF; can be represented in a

form

Fi(74,73,72,71)

[Ryj(ts,tz,t1) — RG;(ts,to,t0)],

(16)

7

le>

0 7<0

lg> <g| K, le> <o le> <e ko> <al K,

<e|

AN L\' - _ . Pall
k.

=BE dodgd,d,(B.(74)Bl(73)B,(m2)Bl()), (18 o o Ig> <ol 9> <el  |g» <l
S(Al + SlB) Stcl S[C] SIDJ
Fo(74,73,72,71)
FIG. 1. Excitonic four-level system consisting a grourg),(two one-
— 2 2 dd.d.d — exciton (g,e’), and one two-exciton state$)( The third-order response of
Wby 5y Bin=vEpv an aggregate is a sum of contributions from various collections of four-level
# systems. Bottom: The four double-sided Feynman-diagrams representing the
< <Ba( 74) BL( Ta)Y;( Tg)YT;( ) B,u( TZ)BI( 7'1)>- time domain four-wave mixingEq. (34)].
(19
The response functions now represent a collection of fourF2(74,73,72,71) = > d,d,d,d, o
level systemgthe ground state, two one-exciton states and pra
one tyvo-exciton state, Fig.)1The various collective bath Xexq_fsz(%,gﬁzyn)
coordinatesq,,, g, d,,, andq,;, coupled to these elec- ’
tronic transitions are correlatéd.The calculation simplifies —i€ (T 7)) —l€ (13— T2)
considerably ifH; in Eqg. (12) can be neglected. This ap- e (14— 73] 22)
proximation is expected to hold for disordered aggregates, vita t3d
and will be justified in the next section. Neglectiiy, the  with
correlation functiond=; can be evaluated exactly, using the
matrix of line broadening functiong,, (t), whose matrix (% (74,73,75,71)=0,,,(T,— 71) —0,(13— 71)
elements are related to the spectral densitiés by
+g,uv( T4~ Tl)+g,u,v(73_ 1-2)
» dw 1—cogwt) ® —9,(Ta— T2)+ 9, (74— 73), (23
g ,,(t)sf ——cot!—(—)C () my fk
w 22T 2 2T )
. f;z;(Tst,Tz,Tl)EgW(Tz_7'1)_9#;(7'2_7'1)
(> dw sin(wt) — wt '
T ga g Cwle) (20 + 0,0l 73 7)) = Guu( 73— 71)
The transformation from real-space to the exciton represen- +t0u(74a= 1)~ QpalT3— 72)
tation is given in Appendix A[se'e Eq.(Al} and 'deflnltlons +0,(T3— T2) — G, (74— T2)
following Eq. (A3)]. The correlation functions given by Egs.
(18) and (19) can be evaluated using straightforward gener- +00a(73— 72) — U0 (T3— 72)
alizations of the procedure presented in Ref. 1, which yields - _
P P y +gav(74_ 7-2)_ga1/(74_73)
+ gvv( Tq— T3) . (24)

F1(7'4,7'317'2,7'1):2 did,zj
uv

1
XeXF[_fLV)(M:TaaTz:Tl)

_iEM(TZ_Tl)_iev(Tll_TB)]l

(21)

Equations(16)—(24) express the third-order response func-

tions in terms of nuclear spectral densities convoluted with
the various optical transitions. These results will be used in
the numerical calculations presented in the coming sections.
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IV. IMPULSIVE TWO-PULSE FOUR-WAVE-MIXING IN whereX’ in Eq. (29 implies that a summation over, v,
DISORDERED ONE-DIMENSIONAL AGGREGATES andv’ under the condition that, v, andy’ are all different,
and

We consider two-pulse four-wave mixing in self-
diffraction geometry®*°where the system is excited by two

— 2 N = 2| 2
ultrashort pulses with wavevectoks andk,, and the signal Jan=|@a(M]* 9=l (M@, (] (30)
is generated in the directidzk, — k;. We assume a model of
a cyclic aggregate with nearest-neighbor intermolecular in- gfjfj,‘nzgoa(n)@ﬁ(n), Ei},fv,lnz%,(n)(py(n).

teractions. This model describes light-harvesting LH1 an-
tenna complexes, as well as the B850 and B800 bands dr
LH2, which are highly symmetric circular one-dimensional u<v
aggregates wittN=32, 18, and 9, respectively, as well as  P=2, d,(B,+Bl)+ X d, (Y], B,+BLY,,),
J-aggregates with linear structutéormally a linear aggre- “« apy

he polarization operator adopts a form

gate can be obtained as a particular case of a cyclic aggregate (31)
by setting one nearest-neighbor coupling constant to)zero with
For this model, the many-exciton states are represented
by the Bethe Ansat? and can be expressed in terms of two d :2 d.¢.(m)
. . . a mPa )
sets of one-exciton states: ordinary one-exciton stajgs) m (32)

satisfying periodic boundary conditions,(n+N)=¢,(n),

and auxiliary one-exciton stateq?ﬂ(m with antiperiodic Ao v=2 €mn® (M) @, (N[ a(n) +dae (M)].
boundary conditions ¢, (n+N)=—¢,(n), both being mn

eigenstates of the one-exciton Hamiltonian with energigs  All relevant information about the bath is given by the spec-

and €, , respectively(see Appendix B tral densities C,,(w), C,(w), C,(w), C, (),
The one- and the two-exciton states for the presen€, ,z(®), Cap(w), Ciplw), Cuyap(w@), C,poplo),
model have the following form: and C,, . 5(w), where the Greek indices, ... represent
symmetric one-exciton states and, ... represent anti-
. N symmetric one-exciton states. The transformation relating
|”>:% ‘P#(m)Bmlo>' (25) these spectral densities @y, (@) is given in Appendix A.

We are now in a position to justify the neglectidf in
the derivation of Eqs(20)— (24). Consider an aggregate with
laB)=>, emna(m)@(n)sksr’qm), (26)  static disorder which leads to strong exciton localization: Ac-
mn cording to Mott, localized exciton states with close energies
where e,,,=1,0—1 for m<n, m=n, and m>n, respec- do not overlap spa_tially. One can see from EZQ) that (_)nly
tively, and in Eq.(26) a<p. The statedx) and|a/) are exciton states with overlapping wavefunctions interact
. . . — through the bath. This implies that if two one- or two-exciton
normalized provided the functiong,(n) and ¢,(n) are

: A ; states interact, they must have a substantial energy differ-
normalized. For simplicity we further assume diagonal cou- o -

. - ©) © ence, which is controlled by the Anderson localization length
pling to the bath, i.e.q;n=dmndy~ , that all baths have the

. : . .. We can then treatl; as a small perturbation in aggre-
same spectral density and that the baths acting on differenf’ 1 P 99

molecules are uncorrelated. This gives the followin matrixgates with strong localization. In the zeroth approximation
- ' 9 9 H, may be simply neglected. The only effect missed by ne-
of spectral densities

glectingH is relaxation of exciton populations which can be
taken into account using projection operator techniques by

Crnnki(®) = Smndi SmiC(w). (27) calculating a relaxation operator perturbativelyHrn. How-
The HamiltoniansH, and H, representing the system- €Ver, in the two-pulse measurements studied in this paper the
bath Hamiltonian(Eq. (12)) can be represented as system is prepared in an electronic coherefrather than a
population. The femtosecond signals are therefore not sen-
u<v sitive to exciton relaxation and we can safely negléet In
Ho=>, €.B'B,+ > (f_,ﬁf_v)YLVYw the absence of static disorder one may not neglect the Hamil-
@ wy tonianH4, since bath-induced interactions between excitons
u<v with close energies represented Hy are as important as
+> g, “BIB,q®+ > g—w nYLVY#VQE\C)+ Hon, bath-induced exciton self-interaction represented by the third
an uvn ' and fourth terms in Eq(28). This state of affairs can be

(29) formally described as follows. Lé&} be the exciton localiza-
tion length in the aggregate if we switch off exciton-phonon

Py coupling, whereas, is the polaron siz¢dynamical localiza-
, . : ) X o
H,= >, g(alﬁ),nBZBBqE]C)_F > g,LL(lljv’,n Wywqgc), t|on.Iengtr) in our.system in the ab;enpe of static disorder.
apn wvv'n Exciton self-trappingpolaron formatiop in an ordered sys-

(290  temis a self-interaction process, where the exciton is trapped
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by lattice distortions, where the lattice distortion is caused byRWA the time-resolved third-order polarization in the direc-
the presence of the exciton. Consider a system with statiton ks=2k,—k; adopts the fornicp. Eq.(7)]:

disorder and exciton-phonon coupling.| §<I, we can ne- At

glect effects of lattice distortion on exciton Ipocalization, i.e. So(t, 7)=i°Ey (E2)(O(7R(1,017)
the localization is primarily determined by static disorder. +0(—7)R(t+7,—7,0)). (34)
Our theory is therefore valid provideg>1,, i.e. in the case
of strong exciton localization which is believed to be the
case in photosynthetic antenna complek&¥’ Due to repul-

The time-resolved polarization is a complex valued function
given by either its real or imaginary parts or by its amplitude

sion of localized leveR off-diagonal exciton-phonon cou- and phase

pling terms with respect to the exciton basis set can be So(t’T):|So(t’7.)|ei¢>(t,7)—i;(t—r), (35)
treated perturbatively, and the theory incorporates the spec- _

tral densities explicitly. wherew is an arbitrary reference frequency, which defines a

All expressions for the optical response given in the prerotating frame. Ifw is close to the exciton energies, it
vious section apply to the general third-order response. Herauppresses the fast rotation with optical frequencies and
after, we consider a two-pulse experiment, where the excitteads to a slowly varyingp(t,7). The polarization in the

ing field is given by frequency-domain is given by
E(t)=E,(t)(ekT-ioit 4 g-ikyr+iogty So(w,r)=f So(t,r)e't dt. (36
+E,(t)(efke T miwaty gmika rHiwgt) Heterodyne detection involves mixing the FWM polar-

; _ - - ization with an additional heterodyne fi
EEI(t)eflwlt_F El (t)elw1t+ E;(t)eflwzt 1Zall wi i y Ie&"let

_ = _ —i$t+iks-r+ C.
4 E;(t)el (uzt' (33) Ehel(t) (het(t tO)e c.c, (37)
and the resulting signal is
Here, E; /(t) are the pulse envelopes. The ter@s (E; ) ~ = "
refer to the components d& with directions +k; (—k;). She(t, 7 0) =Im _wdt Ene(t=10)Solt, 7). (38)
This field will create excitations associated with different ] )
directions €'s", ko=nk,+mk, wheren,m can be any UYsing —an ultrashort  heterodyning  pulse, i.e.,

integers’>~5*While decomposing the signal with respect to Ene{t) = Zhed(t—to), we have the time-resolved detection
the directions, we also invoke the rotating-wave approximashefto,7) = 'm_[_gﬁelso(tO'T)]' By varying the phase and the
tion (RWA). This can be done easily, since the directionstémporal position ofye the total information contalngd_m
+k; (+k;) are associated with a negatiygositive central  o(t,7) can be recoveretf. In the opposite limit
laser frequencies- w; (+ ;). Within the RWA we only  Ene(t)=Zhe€™'“" we have the frequency-resolved detection
retain the resonant terms for each interaction. This approxiSye{, 7) =Im[ £¥.{®)Sy(w,7)]. To obtain this information
mation is well justified for a resonant excitation, i.e. experimentally the signal field mixed with the heterodyne
w1~ w,~€,, Where e, refers to the frequency of a one- field Ef,(t)So(t,7) is spectrally resolved

exciton state, and for excitations with laser pulses whose The complex-valued time-resolved signal field may be

pulsewidths E,, E,) are longer than the inverse of the op- conveniently displayed using its Wigner-spectrograms)

tical (band-gap frequencies, i.e£;,E,>w; 0w, e, t.  defined by

Even for the short 35 fs laser pulses used in Ref. 18 the t o
RWA is well justified. Sws(t,w,r)=J t+ 5,7) e'et dt’.
In the following we consider two-pulse four-wave mix- o (39)

ing experiments where the signal is emitted in the direction

ks=2k,—k;. The two-pulse four-wave-mixing signal in the The WS is by definition a real quantity which depends on the
impulsive excitation limit is characterized by two times: the observation time, the frequency, and on the time-delay. Upon
time delayr between the two pulses and the time of obserintegrating the WS over timérequency we obtain the am-
vation t. We make the following choice of time variables: plitudes of the ordinary frequency-resolvéime-resolved
pulse 2 comes at time 0, and pulse 1 at time. The po- FWM signals®

larization at timet will be denotedSy(t, 7). A positive(nega- w0

tive) 7 implies that pulse 1 arrives befofaften pulse 2. |So(w,r)|2=f Sws(t, @, 7)dt, (40)
Note that, unliker, the time arguments of the response func- -

tion R are positive and represent the time-intervals between w

successive interactions with the pulses. For short ptses ISo(t,T)|2=f Sws(t,»,7)dw. (41)
snapshot limi, ie., for E;(t)=Eje* s(t+7), o

E;(t)=E;e ®T§(t+7), E;(t)=Ese*2"5(t), and The WS can be easily constructed from experinférfsin

E, (t)=E, e '*2"§(t) (although hereE; =E;” we retain  which both the amplitude and the phase of the signal field are
our notation which keeps track of the directipnid/ithin the  measured.

!

Sé(t—E.T)So

o) !
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Experimentally the time- and frequency-domain ampli-

tudes are obtained with a finite resolution determined by a

gating functiond.%’ For a time gating

STG(t,r>=f:dt'Iso<t',r)|2|d>(t—t’)|2- (42)

A constant time-independent time-gating function corre-gpe.  ang

sponds to the time-integrated detection

SlNT(T):ffJSo(taT)F dt. (43

For frequency-gating we have

spe<w,r>=f:dw'lsow,T>|2|<I><w—w'>|2. (44)

c?, ,W—E [ (M2+e,(n)]%]

X[l (M]2+]¢,(n)]2]. (53)

The contributionS?) is related to correlations of one-
exciton states, whereaS?) reflects correlations between
two-exciton states. We shall partition
SH=s5A + 5B whereS™ includes the terms witlx= 3,
whereasS(®) is the sum over the terms with# 8 in the
r.h.s. of Eq.(46). We further partition S(?)=S(©) + s(P)
whereS(© is given by the first two lines of Eq47) andS(®)
refers to the term in last line. We finally obtaisee double
sided Feynman-diagrams displayed in Fig. 1

So(t, 1) =SM(t,7)+SB(t,7)+S(t,7)+SP(t,7).
(54)

tion can be expressed as

So(t,7)=SP(t,7)+S?(t,7), (45)

SV(t,7)=i%E; (E5)?0(1)O(7) Y, 2|d,[?|dg|2
aB

Xex;:[—i(eﬁt—eaT)]f(al,)B(t.T), (46)
mFV
S2(t,1)=—1"E1 (E3)* 2 dodd,,, [(O()O(7)
auv

+O(t+70(—-1)
Xexg —i[(€,+ €,
—O(t+7)0(—7)exd —i[e,t

—(eute,~e) 2, (—7—0], (47

—€,)t—¢€, T]]f t,7)

a ,uV(

a,uv
where
dfﬁz% €mn® (M) @, (N)dydy, (48)
and
(t T)=exg — (t 7], 49
f&%(t T)=exq - TELVu.m.

T, 7)=(Cat Cap)* (1) +Cppg(t)+ Copg* (1)

—Copg* (t+7), (50)
_(2) (1) (2) (l)
a,u,]/(t T) ap,vg*(T)_F(C;,w,,u,V a,uv)g(t)
+(Cpa—CY)g* (t+17) (51)

and

Cop=2 |@a(Mes(n)?,
" (52)

CSLV—E @M@, (M)|2+] e, ()],

equivalent to a signal from a set of non-interacting two-level
systems,S®®) describes correlations between pairs of single
exciton states, where&® and S(®) originates from corre-
lations between one- and two-exciton states. For positive
time delays the single-exciton contributio8&" and S(®),

and the two-exciton contributior5©) are non-zero. For
negative time delay only the two contributions involving
two-excitonsS© andS(®) are non-zero.

V. INTERPLAY OF ONE- AND TWO-EXCITON
DYNAMICS

The third-order polarization given by Eq&l5)— (47) is
expressed as a sum over contributions from various excitonic
four-level systemgsee Fig. 1, consisting of the ground, two
one-exciton, and one two-exciton states. To analyze the sig-
natures of the various physical processes on the FWM signal,
we study in this section a series of simplified two-, three-,
and four-level models, which give physical insight into the
single-exciton and two-exciton dynamics associated with
each time interval and how they can be detected by different
measurements.

In the following calculations we assume an explicit form
of g(t) corresponding to the overdamped Brownian oscilla-
tor model, which depends on an exciton-phonon coupling
strength\, and a nuclear relaxation rate. For this model
g(t) can be calculated analyticathand the formula includes
a summation over all Matsubara frequenciesnXgT/%,
n=1,... . Even though it would be possible to perform the
calculations presented in this section with the complete ex-
pression forg(t), we restrict our analysis to the high tem-
perature limitkgT>#%A, in which g(t) is given by

20kgT
A2

The real part ofg(t) describes the decay of optical excita-
tions, whereas the imaginary part represents renormalizations
of the transition frequencies induced by nuclear dynamics
(the Stokes shift If the nuclear relaxation ratd is small
compared to the effective exciton-phonon coupling strength

g(t)=< —i%)[exp(—At)JrAt—l]. (55)
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(V2\kgT), the exponential in E55) can be expanded in a aroundw=¢;. This symmetry, which is also present in the
Taylor series, resulting in a short-time approximatiom@)  power spectrunithe amplitude of the frequency domain sig-
«t2! In the opposite extrem@arge A), the expC-At) term  nal, see Eq(36)], is a direct consequence of the absence of
vanishes rapidly and may be ignored, and furthermore, aény non-trivial dynamics of the phaselt oscillates as func-
long times the 1 is smaller thaAt, and may also be ne- tjon of w for positive and negative values, and the “oscilla-
glected. This results ig(t) =[(2\kgT/AA2) —i(MA)]AL,"  tion frequency” decreases with increasing time, which dem-
which corresponds to a time-independent renormalization ofnstrates that only resonant excitations survive at long times;
the transition frequency given by half the Stokes shif) (  this behavior reflects the build-up of energy conservation, as
and homogeneous dephasing, i.e., a single exponential decgfown in standard derivations of Fermi’'s golden rule.
of the optical coherence. The third-order polarization for this  We next analyze the effects of disorder on the two-level
model is given in Appendix C. model. The simplest way to include disorder is by averaging
We start by assuming that only a single one-exciton statéhe signal over a distribution of transition frequencies, i.e.

(with frequencye;) is relevant, i.e. the excitonic system is adding inhomogeneous broadening of the transition fre-
represented by a two-level model. Under this assumption thguency. Assuming a Gaussian distribution

summations overr andm in Eq. (C1) reduce to the terms o
with a=m=1. We note that since only one-exciton states  f;(e;)=exp(—((e;—€;)/ €1)?), (58
are involved, due to th@®(7) function inaj4(t,7) [see Eq. _ . .

(C3)], the FWM signal within the RWA only shows up for and performing the integration

positive time delays. Without invoking the RWA we would © o~

have a very small signal for negative Apart from the So(t,T)Zf S it nfi(e)de; (59)
®-functions contained ira4(t,7), the time dependence of -

the terms appearing in Eq.(C1) is given by results in the FWM polarization

ext —i(e¥t— 2 lexd — (n,—ng) At—(n;+n)A7]. In  the . _

homogeneous limit the time dependence becomes simply Sy(t,7)=@ (1)@ (7)e eut-Ng=((t-ney2?g=T(t+n)
exfd —i€(t—7)]exd — (Ci1(2NksT/AA%) —i(NMA))(AD)].  The (60)
time-resolved FWM amplitude then has a maximunt-a0
(note that the origin of is right after pulse 2 has excited the
system. It subsequently decays single exponentially with
time constani’ ~*=1/(2\kgT/2A), showing the usual free-
induction decay of a two-level systéfn

For smallT" the signal given by Eq(60) is emitted as a
photon ech@? i.e., the time-resolved polarization has a
maximum att= 7, concomitantly, also the maximum of the
WS is not determined by the dephasing rhtéut appears
close tot~ 7. For largerI’ comparable to the width of the
So(t’T)Oc@(t)G)(T)dﬁlle_i’;l(t_ﬂe_raﬂ)_ (56) inhompgeneous dis_tribgtion functiany, the signal will have

a maximum at earlier timess<r.

The optical frequency of the complex signal is given by Another_ interesting case is the Iimit of slow ngclear dy-
‘e1=€;—C1;\. Transforming into a rotating frame elimi- nha}mll_(:s:twh;ch for slhqrt tllme; rtesults mt?:)‘k‘ﬂ—t /Z' In
nates this frequency. In this frame the phase of the FWM is limit g(t) is real, i.e. leads to no nuclear-induced renor-

polarization shows no dynamics; this is to be expected, SinCmallzat|on of the transition frequency, and merely describes

the signal is characterized by a single frequency, and neith%W&asg}grizogti(t)ieisiﬁgal excitations. The time-resolved

excitonic-induced nor nuclear-induced frequency changes
are considered in the prc_asent model. The frequency-dqmain So(t,T)m®(t)®(q-)e*iﬂ(t*T>e*C11KkBT<t2+TZ)/ﬁ_ 61)
signal has therefore a simple Lorentzian line shape with a

single resonance a;:}'l_ The time-integrated FWM signal Except for the replacement of the exponential used in the
can be calculated analytically and is given by the integrahomogeneous limit by a Gaussian, all other statements con-
over the square of the amplitufisee Eq(43)].%8 It is char-  cerning the absence of dynamics of the phase, the symmetry
acterized as a single exponential decay with a time consta®f the WS, and the buildup of a photon echo for an inhomo-
1/(2T"), where the factor 2 accounts for the definition of thegeneously broadened system given above remain valid in

time-integrated signal. The WS for this model reads this limit.
Evaluation of the full formula given by EqC1) includ-
Sws(t, 7,0)xO(7)0 (t)exp —2I'(t+ 7)) ing the summations ovar,,n,, andns should allow us to
. interpolate between these two extreme cases, which are char-
5 Sinc2( €1- o)t (57  acterized by exponential and Gaussian correlation functions.

A numerical evaluation of EqC1) would be easily feasible
since for largen;,n,, and n; the magnitude of the terms
For the present model the FWM signal as well as its WSdecreases very quickly due to the factorials in the denomina-
vanish for negativer. At shortt, Syys grows linearly int, for  tors. The terms appearing for large,n,, andn; represent
intermediatet~I""! it reaches a maximum, and for large fast decaying contributions as function toind =, which in

and 7 decays exponentially with a time constantl(2!.  the frequency-domain represent very broad lines with widths
Furthermore the WS is a symmetric function of frequencyn;T".

€17 W
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We next turn to a three-level system made of the groundAs in the two-level case, introducing such an inhomogeneous
state and two one-exciton states with frequeneieande,,  broadening via
respectively. The time-resolved FWM signal in the homoge- o

neous limit assuming a single is then given by So(t,7) = foo fw Sgléz(tyT)fZ(?l Z,)de, d5,, (65)

(t,7) =@ (1)@ (r)[die cut-7 4 gl iealt=2 _ _ - .
o [Nl .NZ gives for the time-resolved polarizatidulenoting e,= €

+didg(efl(eltf’ng)_i_e*l(eztlef))]efr(t+7). +A, see Eq(64)]

(62 So(t, 7)< O (1) O(r)e (- D12 gl a1l

The first two terms on the r.h.s. of E@2) represent the two

two-level contributions of the two one-exciton states dis-

cussed above, and the last two terms represent interference +e*i(;2t7;17))]e7F(t+T)_ (66)

terms which arise since the two optical transitions share a

common(ground state. We thus have a genuine quantum-For correlated disorder, the three-level signal also is emitted

beat system(and not a polarization interference systemas a photon-echo with an maximumtat r.

which consists of two uncoupled transitions, compare discus- Other examples for possible distribution functions in-

sion in Refs. 1,49,60 Since only one-exciton states are con-clude a completely anti-correlated disorder, i.e.,

sidered, the signals are finite only for positiveAs for the AL

two-level system, the temporal envelope of the amplitude faler,e0)=d(ert e+ Mexp—((er— e/ €1)%), (67)

shows an exponential decay with rdfe If I" is not larger  or an uncorrelated disorder, i.e.,

than'e; —¢, and the transition dipoles, andd, are compa- .

rable it is modulated as function ot and 7 as fo(er,e2)=exp(—((e1—€1)/ €1)%)

cos(e,—ex)t)cos(f;— €))7, i.e., shows oscillation with the AL —

energly dizlzf(grenéglthez)si)ngle and two-exciton states. There- xex~ (e~ el €2)%). (68)

fore the phase of the signal will also show an oscillatoryFor both cases described by Edq87) and (68), different

pattern with respect to a reference frequency chosen in bgactors appear instead af (t—7 €12 in front of the four

tween the two exciton transition frequencies. If the transitionerms on the r.h.s. of Eq66). While the first two terms

dipolesd; andd, are comparable and is not too large, the  inyolving only a single exciton state show photon-echoes,

frequency-domain signal has two-resonances. The amplihe |atter two decay rapidly, due to the absence of any cor-

tudes of these resonances vary with the time delay aglation between the two frequencies. This implies that re-

cos(&—€,)7).% The WS for the three-level system is then gardless of the degree of correlation of the disorder, the

given by terms involving a single exciton) are always photon echo-

like, while the terms involving two one-exciton state3

Swslt,7,) =0 (7O (Dexd ~ 2L (t+7)] generate photon-echoes onlygif the disorder is correlat)efd.

Finally we consider a four-level system consisting of the

+ dge—igz(t—’r)_l_ didg(e—i(;lt—gz’r)

2

x 25—1 d2dgdid3e (o™ B/ 7e leam <t ground, two one-exciton, and one two-exciton state, see Fig.
“pro= 1. The total signaEgs. (45) and (C1)] can be written as a
sin(2(?ay— w)t) sum over four-level contributions. In this case the time-

S (63)  resolved polarization in the homogeneous lig@issuming a

€ay™ @ single dephasing rate for the optical transitions and2for

the coherences between ground and two-exciton states is

with ‘€ ,,=(e,+ €,)/2. The WS may have resonances at /
given by[compare with Eqs(C1)—(C4)]

w="€;, €5, and (e;+€,)/2. If dy=d,, the WS and the
power spectrum are symmetric functions of frequency So(t,r)oc(t)(T)[d‘l‘e“;l“‘mrd‘z‘e“:Z“‘”
aroundw = (e, + €,)/2, whereas ifl; # d, the phase dynam- - -
ics will introduce some asymmetry. +didi(e (et 20 g ileatmea)) e T4
A simple way to include disorder effects for the three-
level system is again to assume that the disorder does not
influence the exciton-phonon coupling, but introduces an in-
homogeneous distribution of the two transition frequencies
f(e1,€5). While for the two-level model the distribution

1 2
- d,d?) d
2.4~ Ya u(N+1)p(N+1)Y e, u(N+1)»(N+1)

xe T D@10 (1) +0(t+ 70 (—1))

function depen(_JIs only_ on a single varia_hdg _(W_hi(_:h may xe*i(fﬁu“zﬂ)—@(w7)@(—7)

lead to echoes in the time-resolved polarizafithiis is more

involved for the three-level system, since two transition fre- X e—iGat—eﬁ’le))_ (69)
guencies need to be considered. The simplest case assumes a

completely correlated Gaussian disorder Compared to the three-level case, two new frequengigs

o appear, which describe the transitions between one- and two-
fo(€r,€0)=08(e1— ex+ AVexp(—((e1— €1) €1)?). (64) exciton states and may lead to additional resonances and
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modulations in the frequency- and time-domain signals, re- AN iwTe'¥s iwTe 3
spectively. The presence of two-exciton states leads to finite Cu(®)= 5 (0t wg) ot - (0—wg) Ta—1 +c.c..
signals also for negative time delays, which are absent if (73

only one-exciton states are considered. It should be noted ) o
that the two-exciton contributions appearing for positive time!" € high temperature limit4# »<1) the spectral broad-
delay have a different sign compared to the one-exciton corENing functiong(t) may be recast in the form
tributions[see— sign in front of the third line in Eq(69)]. 2\kgT [t t

Jodtzjo dt; M(ty)

This sign-change introduces strong cancellations between 9(t)= 7
one-exciton and two-exciton contributions to the FWM sig-
nal and its significance will be illustrated in the next section ot
where the two-pulse FWM signals of LH2 will be calculated. —IA Jodtl[l_ M(ty)], (74)
For negative time delays there are two terms involving two-
excitons(see Feynman diagrams, Fig, Which have differ- WhereM(t) is related to the spectral densiB(w) by*
ent signs and therefore partially cancel. As in the three-level
: o . 1 (» C(w)
case, the two-exciton contributions to the FWM signals also  M(t)= _j do coq wt), (75)
depend on the degree of correlation present in the disorder, 7\ Jo w
which can in this case be expressed by a distribution functio 4 o\ is the Stokes shift, with
fi(e1,€5,€3) Where e5 refers to the frequency of the two
exciton state. The correlations present fip determine N = iJ"”dww
whether the time-resolved FWM signal is emitted as a 7)o o
hoton-echo or simply decays rapidliyee induction dec . .
gnce disorder is incgrigorate()j/. In '[F;le?lumerical investig?’iionénvertmg Eq.(75) gives
presented in the next section we include different models of ol .
disorder for the molecular transitions frequencies and calcu- C(w)=)\wf_xdt eeIM(t). (77
late for each realization of disorder both one- and two-
exciton states. Therefore there is a strong correlation beM (t) is the transition frequency correlation function which is
tween the disorder-induced frequency distributionsdirectly observed in time-resolved Stokes-shift measure-
associated with one- and two-exciton states, which can b&ents. For models |, Il and IIl we thus have

(76)

expressed as M, (t)=e Ithm (79
| -fs(-fl,fzyfs):fz(fl152)5(53_9(51,62)),- (79) M, ()= e (72, 79
indicating that the frequency of the two-exciton stagg) (is L

uniquely determined by the one-exciton frequenaigsand My (1) =e" ""scog w3|t] + ¢3). (80)

€. If for example due to disorder with a long correlation vodel | is the overdamped Brownian oscillator studied in
length (model 1V, see Sec. V) bothe; ande, are changed sec. v [comparing Eq.(78) to Eq. (55) we have used
by dw, €3 will change by ZYw. =AY
The relaxation times associated with these correlation
VI. NUMERICAL STUDY OF TWO-PULSE FOUR-WAVE functions were taken from Ref. 1.8.Where expenmemal re-
sults on three-pulse four-wave mixing have been fitted as-
MIXING IN LH2 , 1S€ eel
suming thatM (t) is given by a sum of 7 contributions. For
To analyze the combined effects of disorder and excitonthe exponentiailmodel ) we usedr; =130 fs, for the Gauss-
phonon coupling characterized by the nuclear spectral denan (model 1) 7,=40 fs, and for the cosinémodel Ill) a
sity, we have performed a series of five model calculationsfrequency ofw;=190 cm'!, a phase oty;=0, andr;=400
In models I-Ill we use spectral densities of different formsfs, respectively. The coupling constants were determined by
and static disorder. Model IV has a spectral density togethefitting the room temperature linear absorption spectrum of
with inhomogeneous broadening, whereas model V has ha-H2 given in Ref. 18. Since in this paper we consider the
mogeneous dephasing with static disorder. In models |, lIB850 band and neglect its weak coupling to the B800 band,
and lll, we have included disorder with a short correlationit is simply characterized by itss470 cm ! width. Assum-
length, introduced by assuming independent Gaussian distring a Gaussian inhomogeneous distribution of molecular fre-
butions with full width at half maximum(FWHM) o quencies), [cp. Eq.(5)] with a FWHM of =527 cm 1,34
[c=2In2¢€,, see Eq.58)] for each molecular frequency we find that for models I, Il, and Ill a coupling constant
(the Anderson modgland chose different spectral densities A =381 cm ! leads to a good agreement of the linear absorp-
tion linewidth with experiment, see Fig. 23). The oscilla-
_ w1 tions of M(t) andg(t) [see Fig. )] in model Il result in
Ci(w)=2A———, (71 : .
w T+l weak modulations of the absorption spectrum. The value
» 2 A=381 cm ! used for all cases is smaller than the sum of
W Ty
C”(w):)\w\/;Tzex4— ),

the coupling constants used in Ref. 18. This has two reasons:
4

(72 (1) unlike in Ref. 18 we have incorporated disorder in our
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unlike in models +1ll, no disorder-induced localization
takes place.

To further demonstrate the importance of the proper in-
clusion of exciton-phonon coupling via the spectral densities,
we introduce model V, where we include independent mo-
lecular disorder as in models-lll, but replaceg(t) by a
simple homogeneous dephasing which corresponds to the
limit M(t)e(t), neglecting the imaginary parts of(t),
and assuming the same dephasing for all transitions, i.e. set-
o1s o1 s oo oo ting all the participation ratio factors in front @f(t) to 1.

(0-9,) (V) The calculated linear absorption spectrum is very close to
models | and I, see Fig.(d). The fact that the maximum of
the absorption for model V appears at about the same posi-
tion as for model |, II, and lll, proves again that the560
cm™ ! redshift of the aggregates absorption compared to the
monomer absorption(,,,) shown in Fig. Za), results prima-
rily from excitonic and disorder effects and not from the
exciton-phonon coupling.

The calculation of the linear absorption, presented in
Fig. 2(@), required the averaging over 10,000 realization of
disorder to produce convergent results. In the calculation of
the following FWM signals we have used 1000 realizations,
which for the rather short times and time-delays considered
here, are sufficient. If one is interested in the dynamics for
FIG. 2. (a) Linear absorption for modelsHV. Solid line: model |, dashed: longer times _Or time-delays  this ””mper needs to b_e In-
I1, dotted: 11l, dash-dot: IV, and dashed-dot-dot: ) Re and Im parts of ~ Creased considerably, to properly take into account all inter-
0.18y(t) andt/40 fs as function of. Solid line: R€0.18y(t)] for model I, ferences that may be present in the signals.
ot s St el e, o, In the absence of isorder or for corrlated disorer
?/40 fs corre’sponding to model IV. 0.18 is 'the average one-exc’iton invers.(gmOdeI V) _due, to th,e geometry _Of LH2 with a tangent,lal
participation ratio. head to tail orientation of the dipoles, the lowest exciton

carries no oscillator strengff.The next higher two excitons

(characterized by wavevectois= = w/N) are degenerate
calculations, hence part of the linear absorption width is in-and bright and carry almost the entire oscillator strength of
duced by disordefinhomogeneous dephasingvhich there-  the aggregate. With disorder the picture changes and for each
fore reduces the homogeneous contributi@ .The incorpo- realization of disorder about five excitons carry significant
ration of excitonic effects leads to the participation ratiooscillator strengti®3’
factors in front ofg(t), see Eqs(50) and (51), which are To connect our results with experim&htve now dis-
smaller than one, and therefore would require an increase afuss the time-integrated FWM signals, see &®). Figures
the coupling strength to maintain the same linewidth. The3(a)-3(e) display the time-integrated FWM signals for our
smaller coupling strength compared to Ref. 18 shows that fofive models. For each model the total signal and the four
determining the linear absorption the disordesich also  contributionsA, B, C, andD are shown. The time-integrated
increases the excitonic patrticipation ratio due to localizatiorsignals for models I, Il, and II[Figs. 3a)—3(c)] are very
and therefore reduces effe@] is more important than the similar. For negativer only the two-exciton contribution€
exciton-phonon coupling. This justifies the application of ourandD are present. Due to their different signs they strongly
theory, based on the neglect of the Hamiltonkdp to the cancel resulting in a total signal much weaker than the two
highly disordered B850 band of LH2. contributions. Due to the presence of disorder, in all cases |,

To pinpoint the effects of the disorder-induced correla-Il, and 1l the signal decreases rapidly with increasing nega-
tion length we consider model 1V, which has the same spective 7. At 7=0 the signal shows a discontinuity, reflecting
tral density of model II, but with the independent molecularthe sudden appearance of the one-exciton contributions
disorder replaced by a correlated Gaussian inhomogeneoasdB, which are only finite forr>0, and the disappearance
broadening of the molecular transition frequendis [Eq.  of D, which exists only for negative. Similar step-like sig-
(5)], which results in a correlated Gaussian inhomogeneousatures in the time-integrated FWM signals around0
broadening of the exciton energieg [Eq. (13)] with the  have been predicted and observed in semiconductor quantum
same FWHMo=527 cn . Replacing the disorder with wells®! where the relevant two-exciton states are bound two-
short correlation lengtfmodels 111) with the simple inho-  exciton states, i.e., biexcitons. In Ref. 61, however, the sig-
mogeneous broadening of model IV does not significantlynals for negative time delays were more pronounced, since
influence the linear absorption linewidtkee Fig. 2a)], but  the quantum well investigated in the experiment had only a
shifts its maximum towards the blue, since in model IV, small inhomogeneous broadening. So far, no two- or three

linear absorption

Re(0.18g(1)), Im(0.18g(t)), t/40fs
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maximum is close to the maximum observed in Ref. 18 for
zero intermediate time delay, i.e. when the three-pulse ex-
periment coincides with the two-pulse experiment, which
was~ 25 fs using 35 fs laser pulses. Comparing the temporal
profiles of A, B, andC we see thaB andC are larger than
_ A for small 7, but decay much more rapidly with increasing
i 7. This difference is caused by disorder, which induces a
strong dephasing of the contributiois and C and the
buildup of the photon-echo o& has been discussed in the
previous section and this will be illustrated later for the time-
] resolved signals. Due to this builduf,reaches a maximum
at a certainr which is approximately given by the half the
temporal width of the time-resolved signal. At large 50 fs
] for model | and II,B andC are small and the total signal is
close toA. For model Il the modulation o§(t) [cp. Fig.
2(b)] results in a very weak modulation of the time-
integrated FWM signal.
To isolate the effects of disorder, we compare the time-
T — integrated signals which are similar for models I, II, and IIl,
L with model 1V, where we replaced the independent distribu-
tion functions for the molecular frequencies by a correlated-
- disorder[see Eq.(64)], assuming the same frequency fluc-
] tuation on each molecule. For this model, since for the LH2
geometry there are basically only two degenerate excitons
100 with a significant oscillator strength, the distinction between
A andB depends on the basis set and is therefore arbitrary.
In the figures associated with model IV we therefore com-
bine these contributions. It is important to stress that the
FIG. 3. Time-integrated four-wave-mixing sigri(7) [Eq.(43). (@ For  thepry developed in this paper describes disordered aggre-

model [, (b) model I, (c) model llI, (d) model IV, and(e) model V. Solid tes i hich d t it | lizati int i
lines: total polarization, dashed lines:(A+ B for model IV), dotted lines: ~ 9&1€S 1N WNICh due 10 exciton localization, Interac (oger-

B, dash-dotC, and dash-dot-dot. The circles indicate the values of  1@PPING excitons are separated energetically. This implies
which have been used to calculate the polarization, the lines are guides f¢hat the theory based upon the neglectHgf[see Eq(12)],

the eyes. For better visibility the values for the total polarization have beermay not be applicable to the highly ordered model with de-
multiplied by 5. . . .

generate excitons delocalized over the entire aggregate. For

negativer the time-integrated signal for model IV shown in

Fig. 3(d) decays about as rapidly as for the previous models.
pulse echo experiments have been reported for the B85Bor positive delays there are, however, distinct differences;
band of LH2. However, the FWM signals for LRfland for  due to the ideal correlation of the disorder in this case all
the B800 band of LHY show only weak signals for negative contributions are emitted as photon-echoes and reach a maxi-
time delays, reflecting the strong disorder in these samplesnum at some finiter.
For a quantitative comparison with experiment, the finite la-  Figure 3e) shows the time-integrated signal for model
ser pulse duration should be included in the theory, since it i¥. For negative delays, due to disorder, the signal again de-
clear that finite pulses will smooth the features shown in Figcays very rapidly. For positive delays the signals do not
3 around7=0 and will also reduce the contribution of two- show a maximum at finite- but decay very rapidly. Even
exciton states relative to the one-exciton contributions, sincéhough the linear absorption linewidth is essentially the
the two-exciton band is very broad. In addition, the thirdsame, as in the models which includg@), the FWM signal
molecular level, which is close in energy to the lowest two-in the homogeneous limit decays very rapidly. This differ-
exciton states and has not been included in the present studyce is related to the different temporal behavior induced by
should be considered. Due to the coupling of this third levelg(t). In Fig. 2b) the line shape functions, which have been
to the two-exciton states, one can expect Fano-resonancesyltiplied by 0.18[this is the average one-exciton inverse
which have distinct signatures in four-wave-mixing participation ratio, which enters as a prefactor, see(&0).]
signals®? and which may, depending on the details of theand t/40 fs are displayed. Instead of being linear in time,
couplings and the excitation conditions, reduce or enhancBg g(t)] and Im g(t)] used in models I, Il, and IIl are qua-
the contributions of two-exciton states. dratic for the times of interest, which implies that for the

With increasing positiver the total signal rises, reaches parameters used here, the limit of slow nuclear dynamics

a maximum atr~20 fs and subsequently decays. Preciseapplies. We also see th@m[g(t)]|<|Reg g(t)]| which so
comparison with experiment is not straightforward and rethe Stokes shift is small compared to the dephasing caused
quires the inclusion of finite pulse effects. The position of theby g(t). This is in agreement with the linear absorpt|éig.

(a)

time-ihtegrated FWM signal
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FIG. 4. Time-resolved amplitud@)—(d) and phasée)—(h) of four-wave-mixing polarizatiorsy(t,7) [Eq. (35)] for model | for 7= —50 (a) and(e), O fs(b)
and (f), 50 fs(c) and(g), and 100 fs(d) and (h) with @=,,—560 cni .. Solid lines: total polarization, dashed lines; dotted linesB, dash-dotC, and
dash-dot-dotD.

2(a)], where it is shown that the maximum occurs at almosiplayed in Fig. 10(from top to bottom for four different
the same position for models I, II, and [iwhich included delays, as indicated.
g(t)], and model V, where a homogeneous dephasing Using Figs. 4-10 we next compare the behavior of all
exd—t/40 fs] has been assumed, neglecting the imaginarynodels. For model | at=7=0, see Fig. &), the contribu-
part of g(t). tions A and B have a phase ef#/2, which means that the
We now discuss time-resolved FWM, the spectrally re-gxcitation like in a simple two-level system follows the ex-
solved FWM, and the WS for the various models. The time'citing pulses with this phase shit:5°Due to the— sign[cp.
resolved amplitude and phagdt,7) [see Eq.(35)] of the  £q5 (46) and (47)] which represents a phase shift of C
FWM signal for model 1 are displayed in Figs(ab-4(h). has initially a phase ofr/2. [see Figs. ), 5(), 6(f), 7()
Figures 5, 6, 7, and 8 contain the same quantities for modegnd &f)]. For 7= —50 fs the signal is solely determined by

I, 1,1, anq V'. respec_:nvely. A different perspective on terms involving two-exciton states C and D. Since these
these quantities is provided by the contour plots of the dy;[ rms differ only in the last interactiofcp. diagrams di
namics of amplitude versusand = for our models I, 11, 1V, erms ditier only € fast interactiofcp. diagrams dis-

and V given in the left column of Fig. rom top to bot- played in Fig. 1 they are very similar, and cancel strongly

tom). The right column gives the corresponding phases ofj“_e to their diffgrent sign, resulting in a ;mall overall signal
the signal(Model Il is not given since it is very similar to LFi9- 4@]. To display the phase dynamics we have chosen

model ). Instead of analyzing the tempor@mplitude and ~ @=,—0.07 eV[see Eqgs(35)], where(), is the average
spectral(phasé dynamics separately, it is possible to intro- molecular transition frequency, which is close to the linear
duce the WS, which simultaneously displays both type ofabsorption maximum, see Fig&. Since the strongest tran-
information. The WS for models 1, lll, IV, and V are dis- sitions between the one- and two-exciton states do not spec-
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time-resolved amplitude
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FIG. 5. Time-resolved amplitud@)—(d) and phasée)—(h) of four-wave-mixing polarizatiorsy(t, 7), for model Il for 7= —50 (a) and(e), O fs (b) and(f),
50 fs (c) and(g), and 100 fs(d) and (h) with w=0,,—560 cni' L. Solid lines: total polarization, dashed lines; dotted lines:B, and dash-do€, and
dash-dot-dotD.

trally match with the absorption maximum and due to themaximum of the time-resolved amplitude is not exactly
cancellation between terms C and D, we observe a rapidiven by the time delay, but shows up at shorter times, for
phase dynamics, see Fig(ef For =0 fs A, B, and C 7=100 fs for example at abotit=70 fs.

contribute to the signal. Figuregh} and 4f) display the To obtain a more complete picture of the time-resolved
dynamics of the amplitude and phase of the three contriburesponse, the first row of Fig. 9 displays contour-plots of the
tions as well as the total signal. While the amplitudes of alldynamics of the amplitudéeft column and the phasé&ight
three terms A, B, and C decay with time, due to the canceleolumn versust and 7. Figure 9 clearly shows the signals
lation between the terms for short times the total amplitudeoccurring for negative- and the shift of the maximum of the
of the signal is small. It then increases and at ahet20 fs  time-resolved signal to longer timdshorter thanr) with
reaches a maximum, whose position is determined by th&creasing time delay. Further Fig. 9 displays the rapid
homogeneous dephasing and also by the dephasing betwegfow) dynamics of the phase occurring for negatip®si-

the one- and two-exciton contributions caused by their diftive) 7.

ferent frequencies. For longer times it subsequently decays. The first row of Fig. 10 shows the WS for
The different signs of contributions A and B compared to Cr=—50, 0, 50, 100 fs. For positive delays the signals are
result in a corresponding change of phase. While for A and Bjuite symmetric with respect to the detuning arouad
the phase starts with /2 att=0, C has a phase of/2, see =,,—560 cm ! and have a positivéblue) maximum fol-
Fig. 4(f). For longer time delays=50 fs and7=100 fs the lowing the last pulse at this spectral position. This is a direct
buildup of an echo-like structure can be seen for A and theonsequence of the slow dynamics of the pH&sg. 4). The
total signal, see Figs.(d) and 4d). However, due to the maximum of the WS appears at longer times with increasing
presence of homogeneous dephasing, the position of theas shown by the time-resolved signals. For negative time
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FIG. 6. Time-resolved amplitud@)—(d) and phasée)—(h) of four-wave-mixing polarizatior$y(t, ), for model 11l for 7= —50 (a) and(e), 0 fs (b) and(f),
50 fs(c) and(g), and 100 fgd) and(h) with = Q,,— 560 cni .. Solid lines: total polarization, dashed linés:dotted linesB, dash-doCC, and dash-dot-dot:
D.

delay, due to the rapid dynamidshirp) of the phase the decay time of the FWM signal. Far=100 fs we, however,
initial value of the WS around=,,—560 cm ! follow- see a strong influence of the modulation. Due to the modu-
ing the last pulse is negative. For longer times the maximuntation of g(t), the time-resolved sign4dFig. 6(b)] does not
of the WS shifts slightly towards the red. have its maximum aroun~70 fs as for model I, but rather
The only difference between models | and Il is that wehas a minimum at this time and shows maxima for shorter
replaced the exponentidd (t) by a Gaussian. As shown in and longer times. This amplitude- and phase-modulation in-
Fig. 2(b) the resultingg(t) are very similar for times shorter duced by the oscillating nuclear mode can be clearly seen in
than~50 fs and we therefore also expect similar FWM sig-the contour-plots in the second row of Fig. 9 and in the WS
nals for these two models. This is confirmed by the verydisplayed in the second row of Fig. 10. The maximum of the
similar time-integrated signals shown in Fig$a3and 3b), WS for r=—50 fs the maximum appears at rather long
and also by comparing the time-resolved signals displayed itimes, in agreement with the time-resolved sigisde Fig.
Fig. 5 with the ones for model | Fig. 4. 6(a)]. For 7=100 fs (see Fig. 1D aroundt=80 fs, which
Comparing models | and Il with model Il the picture corresponds to the maximum of the time-resolved sifsed
changes somewhat, since the oscillating 190 tmuclear  Fig. 6(d)], strong modulations of the WS as function of de-
mode included in Ill, results in oscillations @f(t) with a  tuning with a period close to the frequency of the oscillating
time period of abouttg~175 fs[see Fig. 2b)], also the nuclear mode appear. Apart from these modulations and a
FWM signals are weakly modulated. Fer=0 and 50 fs somewhat slower decay, the time-integrated FWM signal
these modulations are not very pronounced since the timé¥ig. 3(c)] and the time-resolved signals for model (Rig.
resolved signal reaches its maximum close to the last puls@) look for positive <50 fs qualitatively similar to those
and since the time period of the oscillation is longer than theobtained for models | and 1.
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FIG. 7. Time-resolved amplitud@—(d) and phasée)—(h) of four-wave-mixing polarizatiorsy(t, 7), for model 1V for = —50 (a) and(e), 0 fs (b) and(f),
50 fs(c) and(g), and 100 fg(d) and (h) with B=Qm—560 cni'L. Solid lines: total polarization, dashed lingss+ B, dash-dotC, and dash-dot-doD.

While for models I, 1l and 11, which all included homo- by a simple exponential decay. Due to the homogeneous
geneous dephasing vigt) and a disorder with a short cor- limit the dephasing changes from a Gaussian form at short
relation length, the FWM signals are very similar, the situa-times to an exponentidsee Fig. 2b)], which decays more
tion is different for model IV where we used the sagig) rapidly at short times. Therefore for the homogeneous limit
as in model I, but assumed a disorder with a long correlatiorassumed in model V the time-integratesgte Fig. 3and also
length. Due to the correlated disorder in this model, aghe time-resolved signals A, B, and Gee Fig. 8 decay
shown in Fig. 7 all contributions present for positiveA  very rapidly. In the time-resolved signai{é) only a very
+B, C, and the total signal are emitted as photon echoes. Fdiroad echo-like feature can be observed#ed.00 fs. Due to
longerr the maximum of the time-resolved amplitude occursthe cancellation between the one- and the two-exciton con-
close to7 [see Fig. )], which can also be seen in the tributions, the total time-resolved signals have their maxima
contour-plot in the left column of the third row of Fig. 9. The with some delay after the last pulse, see Figb)-88(d). We
right column shows that as in disordered two-level systeméave demonstrated very different FWM signals for models
for positive 7, the phase of the time-resolved signal follows with very similar linear absorption. Due to the rather rapid
tec7 lines. The rapid phase dynamics shown in Fige)+4  decay, the spectrograms shown in the fourth row of Fig. 10
7(h) comes basically from the shift of the energy levels com-reach their maxima slightly earlier compared to model I.
pared to model+1ll, due to the absence of exciton localiza-
tion which is induced by short range disordiep. Fig. 2a)]. VIl. SUMMARY

We also find dramatic differences between modeldlll In this paper we have investigated femtosecond two-
and model V, wherg(t) has been replaced hy40 fs, i.e., pulse four-wave-mixing signals from molecular aggregates.
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FIG. 8. Time-resolved amplitud@—(d) and phasée)—(h) of four-wave-mixing polarizatiorgy(t, r), for model V for 7= —50 (a) and(e), 0 fs (b) and(f),
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The present model includes exciton-phonon interactions repdepend on the combined effects of excitonic structure,
resented by arbitrary spectral densities, static disorder, anexciton-phonon coupling, and static disorder. In addition,
two-exciton states. All of these effects have distinct sighasolvent and protein nuclear vibrations are characterized by
tures in four-wave mixing which have been discussed in Sedyroad spectral densities with a multitude of timescales which
V using simple excitonic two-, three-, and four-level sys-are not necessarily “slow” or “fast.” The present theory
tems. In Sec. VI we have applied the theory to the B85Callows a realistic modeling of photon echo measurements
band of LH2. Results for various time-integrated and time-which takes all of these effects into account.
resolved four-wave-mixing and Wigner spectrogram have
been presented, and have been connected to experiments ys:
ing time-integrated detectioff. We predict the lineshapes ATKNOWLEDGMENTS
and phase dynamics of time-resolved experiments. As The support of the Air Force Office of Scientific Re-
discussed in Sec. VI the outcome of such experimentsearch, the National Science Foundation Center for Photoin-
could be used to determine the strength and the type of distuced Charge Transfer, and the National Science Foundation
order present in the system. These measurements should atkoough Grants No. CHE-9526125 and No. PHY94-15583 is
be very sensitive to exciton-phonon dynamics, which entegratefully acknowledged.
as dephasing and also as modulations of the transition
frequencies. )

Photon echoes are traditionally analyzed using a twoiA‘PPENDIX A: EXCITON REPRESENTATION OF

. SPECTRAL DENSITIES

level model and the corresponding fdbbmogeneoysver-
sus slow (inhomogeneoyscontributions to the linewidth. In this Appendix we derive expressions for collective
This model is not applicable for aggregates where the signalsath coordinates and dipole matrix-elements in the exciton
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FIG. 10. Wigner spectrograms for models 1, Ill, IV, and{Wom top to bottom for four different time delays= —50, 0, 50, and 100 f&from left to righy.
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representation which enter Eq4.2)—(13). We also express

the spectral densities in the exciton representation in terms of

molecular spectral densities.

Expressions for collective coordinates can be obtained

by projecting the second term in the r.h.s. of E4).into the
subspace of one- and two-exciton states, which yields

qi?zgn @ (M), (Mg'c),
Q£f3=% ¢ (Me, (Mg,

=S, aiRvtms)+ (s m) (a1

A= gl W,a(m,s)+ ¥y (sm)]
mns

X[W¥,(n,s)+W¥,(s,9)].

The one-exciton wavefunctions,(m) and the two-exciton
wavefunctions ¥;(m,n) are chosen to be real with
Yndm,m)=0, and are normalized as

> e, (m)|?=1,
" (A2)

;n W (mn)[ P, (m,n)+W¥,(n,m)]=1.

Note that the two-exciton wavefunctiong,(m,n) can be
chosen to be symmetric with respect to exchanga ahdn,
but this is not assumed here. The dipotgs, d, , can be

Meier, Chernyak, and Mukamel: Femtosecond photon echoes

C/u/,a,B(w) = E A;w,mnAaB,m’n’Cmn,m’n’(w)v

mnm'n’

C,w,@(w): Z A,uv,mnAaAB,m’n’Cmn,m’n’(w), (A5)

mnm'n’

C,uv,aB(w) = 2 AﬁmnAa_ﬁ,m’n’Cmn,m’n’(w)-

mnm'n’

APPENDIX B: THE BETHE ANSATZ FOR
MULTI-EXCITON STATES

In this Appendix we present expressions for multi-
exciton states in a cyclic Frenkel-exciton model with nearest-
neighbor intermolecular interactions. To obtain these states
we consider instead of a cyclic aggregate containkhg
molecules with interaction constant, ., an infinite
periodic one-dimensional aggregate model
deﬁning Qm+nNEQma Jm+nN,mtl+nNEJm,mtl- Let
e1(m), ..., @s(mM) be a set of eigenstates of the one-exciton
Hamiltonian on the infinite chain. Consider a Bethe
s-exciton state defined as

by

|‘Pl---‘Ps)E 2

€m, ... mSQDl(ml) e pg(Mg)
m

.mg

XB, - -BLI0). (B1)

In Eq. (B1) € ... m is defined in the following way:
€m, .. .m, is antisymmetric with respect to permutations of
mp...ms and ey m =1 for m<m,<...<ms. A

straightforward calculation shows that teexciton state of
Eqg. (B1) is an eigenstate of the exciton Hamiltonian for an

obtained by evaluating matrix elements of the polarizatioinfinite chain. Alternatively Eq(B1) can be derived using
operator between the ground state and one-exciton and tw§€ Wigner-Jordan representation of the exciton model in

exciton states, resulting in

d,=> dueu(m),
" (A3)

mn

Expressions for the spectral densities follow immediately

from Egs. (Al). Using a natural notatiorC,,=C
wr=Coupv
C/Lvaﬂzcuu,aﬁ !

VY

MVECM

wap=C

vV

Cuvaﬁzcuu,alﬁ'
Clap=Cluap and in-

pp,afo

terms of free fermions. Using the language of Bethe-Ansatz,
the form of Bethe states given by E@1) means that the
scattering amplitud&; of any pair of excitons andj in our
model isS;;=—1. To obtain multi-exciton states in a cyclic
aggregate we impose periodic boundary conditions to the
Bethe states given by E@B1), which yields the following

set of equations:

ei(M+N)=(=1)*"tg;(m); j=1,...s (B2)

EquationgB2) are obtained by moving thigh particle byN
sites, the factor € 1)S! reflects the scattering of thgh
particle on the otherg—1) particles in the process of shift-

troducing the linear transformation which connects matrixing thejth particle byN sites. Equation$B2) constitute the
elements ofi(©) in molecular and exciton representation with set of Bethe equatiofwhich have an unusual simple form

matrix elements

A;w,mnE @#(m)QDV(n),
A_;mnEZS [V,(m,s)+ P (sm][V¥,(ns) (Ad)

+W(s,n)],

we obtain:

for our model due to a very simple two-particle scattering
amplitudeS;;=—1 for anyu andj. This results in the fol-
lowing boundary conditions for the one-exciton wavefunc-
tions ¢4,...,05: they should be all periodic, i.e.,
¢(m)=¢(m+N) if sis odd and they should be all antipe-
riodic, i.e. ¢(m)=—¢(m+N) whens is even. Introducing
the sets of periodic and antiperiodic one-exciton . . . ,py
andeq, ... ,pN, respectively, we obtain multi-exciton states
in a form
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hmm=Nmm=m,
|M11 e ,Ms>: E " €m, .. .mS‘P,ul(ml) - -‘P,us(ms) mm m_ m
' " ° " | hm,m-¢—1:hm,m-*—lz‘]m,m+1a (B5)
xB/! ...B/ |0) (B3) _ _
™ s hm+l,m: hm+l,m:\]m,m+lv
for odds, and form=1,... N—1 and
> _ _ hnai=hin=In1s h_N,l:h_l,N:_JN,l- (B6)
Sy = € mqp)... m
1 o) my o mg my Py (M) - @ (M) APPENDIX C: FOUR-WAVE MIXING IN AN EXCITONIC
; : SYSTEM COUPLED TO AN OVERDAMPED
XBp, .. .Bn|0) (B4  BROWNIAN OSCILLATOR

In this Appendix we calculate the polarization of an ag-
_ _ _ gregate coupled to an overdamped Brownian oscillator with
In practice, the functionsp,(m) and ¢,(m) can be an arbitrary relaxation timescale. In the high temperature

for evens.

found as eigenvectors ®§xXN h,,, ad h,, defined as limit, inserting Eq.(55) into Eq. (45) yields
|
o N N-+2N(N—1) _yw(D)yng (_7(23\n, /_yw(4)y\n
Stn=iE ()" > X 2 Aun(t,)” )n(j!”‘) ! Zn‘;j“ & )::{“) :
xex — (et — ez 1ex — (ng+ng) At—(ng+np) Al 7], (CY
with
m—IA(ZZ3+ X, m=1,...N
el = _m)-i-e m— €a—iAZED+XE)), m=N+1,...N+N(N-1) , (€2
W IA(Z2I 4 XA, m=N+1+N(N-1),... N+2N(N—1)
and
€, HIA(Z2+ XD m=1,...N
€@ =1 €, +IAZEV+(0(1)-0(—7)X, m=N+1,..N+N(N-1) ,

Camt Erim— €atiAZEI+XE),  m=N+1+N(N—-1),...N+2N(N—1)

where,u(ml,u__(m), v(m), andv(m) run over all possible combinations pf v andu,v=1,... N excluding the terms with
u=v andu=v, and

20 (1)O(7)|d,|?|dp|2exg X2 + 223+ x4, m=1,...N
o ()= —(O(1)6(1)+0(t+7)0(—7))d d,u(m)v(mda,,u(m)v(m)
ant BT exg XW 42234 x4, m=N+1,...N+N(N—1) ’
O(t+ 7O (—1)d,d2 0 d imyoim XX+ 2050+ X0, m=N+1+N(N—1),...N+2N(N—1)( )
c4
and
20kgT A e
“| Tz ) €9
Y*(Caa+cam)r m=1,...N
X(alr.z]= ®(T)Y*C(a]:L(m)v(m (—17) YC( (M) p(m)? m=N+1,...N+N(N—-1) , (C6)
Y(C vy, a(myw(m) cg%L(m)V(m>), m=N-+1+N(N—1),...N+2N(N—-1)
~Y*Cm, m=1,...N
72393 Y*(Coo=Cmum): M=N+1,.N+N(N-1) , (C7)
Y(Cora=Climum):  M=N+1+N(N=1),...,N+2N(N—-1)
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YChmtY*Com m=1,...N
(2) _c — _
Xih=1 Y(Cotmpum, umwm ~ Capmum)s M=N+1,...N+N(N-1) (C8)
1 _
Y Cmyw(m): m=N+1+N(N-1),...N+2N(N-1)

The FWM signal given by Eq945)—(47) can be written as a sum over contributions from various four-level systems,
made of the ground, two one-exciton, and one two-exciton states, see Fig. 1. To analyze the signatures of the various physical
processes on the FWM signdq. (C1)], we study in SecV a series of simplified models, a two-, a three-, and a four-level

system, respectively.
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