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Multidimensional femtosecond correlation spectroscopies of electronic and
vibrational excitons
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Four two-dimensiona(2D) four-wave-mixing techniques that can be used to extract information
about structure and coupling patterns of interacting chromophores are proposed. These techniques
have close conceptual similarities with multiple-pulse NMR spectroscopies. Closed expressions for
the signals are derived by solving the nonlinear exciton equaltibiisf) which describe the
dynamics of multiple excitations using the one-exciton Green function and the exciton—exciton
scattering matrix. Possible applications include electronic spectroscopy of aggregates, e.g.,
photosynthetic antenna complexes, and infrared spectroscopy of localized vibr@tignsamid

bands in polypeptidgs Model calculations are presented for three-chromophore aggregates.
© 1999 American Institute of Physids$0021-960609)01011-9

I. INTRODUCTION excitations whereas the other low-frequency protein and sol-
vent modes can be treated as a thermal bath. The transition
Multidimensional coherent spectroscopic techniques argipole moment coupling leads to coherent energy trafisfer
commonly used in multiple-pulse NMR to disentangle com-and to the formation of delocalized vibronic excitatiqng
plex spectra of many interacting spins by spreading thenrong, analogous to Frenkel excitoi$Dependence of the
along several timéor frequency axes:” The advent of fem-  amid | line position on a particular secondary structure is
tosecond laser puls&$ has made it possible to apply similar widely utilized in polypeptide and protein structure
concepts in the optical reginfe!?In this article we develop  geterminatior®3¢ However, a protein usually folds into a
a theoretical framework for the design and interpretation of,omplex three-dimensional structure, which consists of sev-
such measurements in systems of challzed electronic or Vig g polypeptide segments forming different types of second-
brational chromophores whose couplings are small comparegly, g4 cture€? This folding results in strong interactions
with their transition frequencies._ The model_applies tq WOp atween remote CO bordiswhich affects the structure of
cla_sses. of important systems. First, electrduisible) exci- exciton states and changes the effective dimensionality of the
tations in molecular aggregates suchjamgregates or the exciton system. Femtosecond IR pump—probe and dynamic

photosynth4etl|g: reaction center and LH2 ?p}?nn%ole burning experiments were used recently to investigate
complexes*!® the Fenna—Matthew—Olson(FMO),® o i - .
the vibrational relaxation and anharmonicity of the amid |

) 8,19 ; ; :
LHC-I cor.nplexesf and CP29 protein! Linear spec vibrations in N-methylacetamide(NMA) and three small
troscopy yields a few broadened features that depend on nu- . . .

) . . . globular peptides; apamin, scyllatoxin and bovii&trong
merous factors: such as intermolecular couplings, exciton lo= : L . ;

Scouplmg to slow vibrational motions leads to exciton local-
)i/zation and self-trapping. Since both effects have a strong
using the limited information provided by these line ShapeSQ|me_|f13|c_)naI|ty dependence, the_ mu_It|d|men_S|onaI spectro-
A variety of ultrafast nonlinear spectroscopic techniquesSCOP'C 5|gnalsé fzhOUId carry detailed information on the pro-
such as pump—prol#&:22photon-echd® > hole-burning®?’  t€in SWCturé‘ o
applied to these aggregates, resulted in an improved under- OPtical excitations in both types of systems can be sepa-
standing of the exciton structure and migrafféret How- rated into manifolds with different numbers of excitdfsg.
: 9,34,40 i ; ; ; ;

ever a systematic methodology for extracting structural in-t)-~ " The lowest(single exciton manifold is accessible
formation out of these measurements has not been develop&ding linear optical techniquese.g., linear absorption
yet. whereas the doubly excite@two-excitor) states can be

The second type of systems are infrared excitations oyiewed by third-order spec_trosgopﬁ-:@ucc_:essively higher
coupled localized vibrations. For example, vibrational specmanifolds can be probed with high&e.g., fifth order tech-
tra of the 1600-1700 cht amid | band in proteins and hiques. The pattern of multiple excitations provides an ex-
polypeptides which originate from the stretching motion oftremely sensitive probe for aggregate structure and the con-
the C=0 peptide bondcoupled to in-phase N—H bending nectivity of the various chromophores. Femtosecond
and C—H stretching® This mode has a strong transition techniques can probe the entire manifolds of states in a
dipole moment and is clearly distinguishable from other vi-single measurement. 2D plots can then reveal the correla-
brational modes of the amino acid side chains. The localizetions between the various chromophore, in complete analogy

nature of these modes suggests modeling them as primawith multidimensional NMR spectroscopié#/ibrational re-
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A== electronic transitions in molecular aggregates or vibrational
transitions in polypeptides. We shall describe this system
using an exciton model. To that end, we introduce the

exciton-oscillator operator8]

}f Ny =—o=|e)
BEE|1>n n<0|+Kn|2>n n<1|a (2.7
with the commutation relations
— 9 (B BI1= Sl 1 (2 k2)BBl. 22

FIG. 1. Energy level diagram of an aggregate made oul dfvo-level _ . . -
chromophoregg), the ground state; the number of one-exciton stppss The parametekn,= pn/ um is the ratio of the two transition

N.=N; the number of two-exciton stat¢g) is Ny=N(N—1)/2. dipoles. The polarization operator which describes the cou-
pling to the driving field(t) is then given by

laxation of polyatomic molecules usually proceeds via well  p= E wn(Bo+ ég), (2.3
defined pathway$: Multidimensional measurements could n
identify these pathways. As explained in Ref. 42, there is a freedom in constructing

Multidimensional spectroscopy of excitons can be anas : ; 5 B .
ivzed using the nonIineear excitonp)é UatightEE) (Ref. 42 the exciton va_rlablesn, BE through the ch0|c.e o{(m. We
Yz 9 ; on eque § have used this freedom to make the polarization operator
which provide a collective oscillator picture for exciton dy- linear in the exciton operatof‘%*“ﬁ'“This greatly simplifies

namics and the nonlinear response. These equations hajg, fina| Green function expression for the nonlinear re-
been gradually developed over the past few years. Spano a onse

Mukamel first showed how theories based on the local fiel The Hamiltonian which describes the optical response of
approximation can be extended by adding two-exciton vari-this model can be represented in the &

ables to properly account for two-exciton resonarfes.
Other relevant variables have subsequently been identffied. _ ot On atv2.8 12

In their latest fornf? the NEE provide a closed Green func- H_% hm“BmB”Jr; 2 (Bn)*(Bn)"+Hp= &P,
tion expression for the optical response that maintain the (2.9
complete bookkeeping of time ordering. These expressions _ . . .
will be used in our theoretical modeling. We demonstratevn\:gfrrii gr;'a_ 51”;2"6#]212‘_3'? iimgnb;nhgartr:in?cci)tp plng_
how the 2D response may be measured and analyzed usi 9= nn n yp

n . .
2D plots which display the correlations between the variousrgmeter' Both the commutation relatiofisy. (2.9] and the

chromophore. In Sec. II, we identify the four possible 2D Hamiltonian contain higher order products f; andB,.
techniques. Model calculations are presented in Sec. Ill andhese higher terms do not contribute to the third order opti-
our results are finally summarized in Sec. IV. For clarity weC@l résponse and were neglectet;, represents the phonon
have moved all derivations to the Appendices. The Gree#Path Hamiltonian which describes vibrational degrees of
function expressions for the third-order response function arff€edom(intramolecular, intermolecular, and solveas well
recasted using the exciton basis in Appendix A. The corre@S their coupling to the electronic motions. We shall not
sponding frequency domain susceptibilig®) is derived in ~ SPecify the phonon Hamiltoniahi;,, and merely require
Appendix B These results are used in Appendices C and ghat it conserves the number of excitons. We treat the bath

to calculate the 2D response functions. The final expressior@rough relaxation kernels, completely eliminating the vibra-
used in our numerical simulation are summarized in Appen:uonal modes. The structure of the final expression for the

dix E. A perturbative expression for the signal to first orderSignals in terms of the relaxation kernels is independent of
in interchromophore couplings is given in Appendix F. Thethe specific properties of the bath; the latter only affects the

expressions for the signals and response functions presentBicroscopic expressions for the relaxation kerr‘iélg’.he
in Appendices A—E avoid the expensive direct calculation offamiltonian of Eq.(2.4) establishes the quasiparticle picture

two exciton-states but incorporate their effect through thePf the optical response. Using this Hamiltonian, we view the
exciton—exciton scattering matrix. excitons as oscillator, quasiparticle, degrees of freetooh
merely as statgs

A four-wave mixing experiment involves three applied

Il. SURVEY AND CLASSIFICATION OF 2D IMPULSIVE electric fields. The total field(r,t) is given by

TECHNIQUES

3
We consider a system dfl interacting chromophores. &rin=> [E;(Dexplikjr—iw;t)
The mth chromophore has a primary three-level system de- i=1

notedS,, S;, S, with energies 0(),,, andQ, coupled to a
bath represented by of a continuous distribution of low fre-
quency modes. The only nonvanishing elements of the dipolerhere w;, k;, andE; is the frequency, wave vector, and
operator correspond to the transitions betw&na+S; and  envelope of thgth field, respectively. Although the aggre-
S,—S,, and are denoteg.,, and u/,, respectively. This gate size is typically small compared to the optical wave-
model can represent a variety of physical systems such dength, the sample is larger than the wavelength, and the

+Ef (Dexp(—ikjr+iw;t)], (2.5
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P(3)(r,t)=f dt3f ‘dtzf dt,R(tg,tp,t1)E(r,t—t3)
k, 0 0 0
/\ k, XE(rt—ta—t)&(rt—ta—tr—t;). (2.7
For our model, the third order nonlinear response function
ks R(t3,t,,t;) can be represented in a fotm
/\k 3
S
(a) R(tsntzitﬂ:;l Rej(ts,tz,t1) + Ri(ts,t,ty). (2.9

2 . Closed expressions for the coherent contributiBgsfor j
ky, /\ k2 =1,2,3 and the incohererisequentigl componentR; de-

rived in Ref. 42 are summarized in Appendix A.
/\ks /\ k2 /\ k] Resonant spectroscopy is dominated by contributions
| I | which satisfy the rotating wave approximati6RWA). All
t, t] other terms are highly oscillatory and may be neglected. For
the present model, only signals generated in the directions
(b) given byks=k;+k,—k3 (with all possible permutations of
1, 2, and 3 survive the RWA We shall distinguish be-
" k A k’ tween two pulse configurations. Either the system interacts
i h 1 first with a single pulsek;) and then with a pairk;,k3)
/\ k /\ k /\ k1 [Fig. 2b)] or first with a pair k;,k;) and then with a single
s 2 pulse k5) [Fig. 2(c)]. Subscripts 1, 2 thus keep track of time
I " t 1 ordering(pulse 1 comes first, then 2vhereas wave vectors
t 1 of time-coincident pulses are distinguished by a prime. By
(©) considering all possible signals we have identified the four
possible techniques which survive the RWA and differ by
FIG. 2. (@) Pulse configuration for four wave mixing. The signal is gener- the signal's wave vectdtt (1) The photon echdPE) tech-
?ted in gnb Iposfsiblte ﬂirgctiggss:dr(lbl)i khzi k3t.h (b)_PuIIse slequence efl_ndt nique whereks=k;+k,—k;. The impulsive signal is given
Ime variapnles ftor techniqu an wnere the single puilse comes Tirs .
followed by the pulse p(;ir. The possible valueskgfgreF()l) ke=kj+k, .by $|(t2,t1)= Ro1(t2,014), where the response functl(ﬁ'};l.
—ky, (IV) ke=—ks+k,+ky. (c) Pulse sequence and time variables for is given by Eq(AB). (Il) The reverse photon echo technique
techniquesil) and (Il ) where the pulse pair comes first. The possible val- (RPE) ks= —k,+k;+k;. This is similar to the photon echo,
ues ofkg are (Il) ke=—k,+ki+ky, () ke=k,—k;+k;. ky is the wave  except that the pulse time ordering is reversed. Here
vector of the heterodyne field. S (ty,t1) =Res(t,t1,0) [Eq. (A8)]. (IIl) The transient grat-
ing techniqueTG), wherek=k,—kj+k;. This is given by
Sii(t2,t1) =Rea(t2,t1,0)+ Ri(t2,t1,0)  [Egs. (A6) and
(A10)]. (IV) The reverse transient gratinRTG) ks=—k;
optical signal is subjected to the phase-matching™ Kzt Ki. Thisis similar to the TG except that the pulse time
condition®*° This implies that the four-wave mixing signal Ordering has been reversed &8(tz,t1) =Reo(t2,011) [EQ.
may only be generated in the directions defined by the wav&A7?)]- For techniques!) and(IV) the system interacts twice
vectorskg= * k; = Ko+ K. with the second pulsgFig. 2(b)] whereas for techniqued )

The heterodyne-detectioftime-gated mode which in- and(lll) a double interaction occurs with the first pul$eg.
volves mixing the signal with an additional heterodyne pulse2(c)]- Each technique is related to specific Liouville space
yields the time resolved signal and also maintains the inforPathways characterizing the evolution of the system’s den-
mation about its phask¥ 05! |n femtosecond two- SitY matrix’ and therefore tests different ultrafast phenomena,
dimensional2D) four-wave mixing spectroscopy, two of the @S Will be demonstrated in the next section. .
three pulses are time-coincident and only differ by their At this point we should comment on the relations be-
wave vector. The system thus interacts once with one pulsiveen the various 2D signals and the four contributions to
and twice with a pulse pair. The delay between these twdhe response functioRc;, Re;, Res, andR;. Strictly speak-
pulses will be denoteti. The heterodyne field's delay with N9 Optical measurements may not be carried out in the fully
respect to the second pulse will be denotedsee Fig. 2 iMpulsive mode since pulse durations are always long com-

The heterodyne signal which depends parametrically o@red to the inverse optical frequencies. Instead we consider
these two time intervals is then given by quasi-impulsive techniques whereby the pulses are short

compared to the inverse exciton bandwidth and dephasing
" times, and their carrier frequencies are resonant with the op-
S(t21tl):J d7E()PO(r, 1), (2.6) tical transitions within the pulse spectral width. Under these
- conditions we may observe electronic and vibrational exciton
dephasing in real time. In contrast to the purely impulsive
where&(7) is the heterodyne field, and limit, quasi-impulsive signals have additional fast optical-
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frequency oscillations. However, as shown in Appendix C, 200 16 .
. . . . (a) Kk, +K, (b)
these oscillations can be compensated by varying the relative e
phases of the pulses with the time delays. The signals are £ . -—
then directly related to the response functions, as indicated é“"’ d“1'0 e
above. Since the resonant pulses are long compared with the & sof
optical transitions, only the RWA terms survive. Therefore \ °?
the signals for the four techniques are expressed in terms of T Y e
specific contributions tdR rather than the total response s = ol
function itself. In Appendix A we present closed expressions BEALSS © kK @
for the time-domain response function. In Appendix B we " - " - e .
obtain the corresponding expressions for the frequency- . 2 -+ a 4.
domain susceptibility by Fourier transforming the expres- 109 * 10 + -
sions of Appendix A. Expressions for the 2D signals in terms 0s 08
of pulse shapes, time delays and relative phases are derivet s 064
. . . . . . . .ge -15 -14 13 12 11 -1.0 -08 -08 15 1.4 13 -1.2 -1.1 1.0 -09 -08
in Appendix C. Finally in Appendix D we obtain simplified
expressions for the signals when the pulses are short com-  '°] kk, +k, © Y1 Kok 4k, ®
pared to the exciton bandwidth and dephasing time. We also 1+ - 14 —~ .
choose the relative phases of the pulses to compensate fas 1. 12 ' o
oscillations of the signals with the optical frequencies. The <, “f I . %"'
signals can then be related directly to specific contributions | 08
to the time-domain response function. s o
A double Fourier transform of the sign&(t,,t;) [Eq. 4 G2 00 02 o4 G4 G2 o o2 o3

(2.6] with respect tat, andt; yields o ek @ & o

e} 0 1.44 1.4
Sj(Qz,Ql)=f dtzf dtiexp(iQot,+iQ4t:) i(t,,t). 12 he 12 -t T

C 29 To T el -

' 0.8 08

This form is particularly useful for displaying structural in- s

. . . . 0.6 y 4 T v
formation, in complete analogy with 2D NMR techniques. 08 09 10 11 12 13 14 15 08 09 10 11 12 13 14 15
. . . Q Q
In the following calculations we neglect the sequential ' '

contributionR; (settingG=0 in Eq.(A10)) and focus on the FIG. 3. (Left column Signals for three uncoupled chromophoms,C
coherent contributions EqéA6)—(A8). The incoherent term  with Q,=1, Qg=1.1,Q-=1.3 and transition dipole moments,=1,ug
contributes only to the transient grating techniglie) when =1.2uc=1.1. (Right column Signals for three coupled chromophores,

. . . : 0,=1.02, Qg=111, Qc=1.28, Jag=—0.023, Jgc=-0.037, Juc
the time delay {3) is comparable with the exciton transport 3 - andu,— sig— sro— 1. The dephasing ral—0.004 for both mod-

time scale. The following Palcmaﬂons thus apply to te_Ch'els. These two systems have exactly the same linear absofpiioRanel
niques I, 1, and IV at all times and neglect the long time (b), reverse echo 2D spectrum. Pan@lsand (d), photon echo; panei®)
component of Ill. This should be the subject of a separaté@nd(?), ransient grating; panelg) and(h), reverse transient grating. Com-
study. We further limit our calculations to impulsive excita- Egﬂglgi;n;r;e right and left columns shows the signatures of intermolecular
tions whereby the pulses are short compared with the differ-

ences of chromophore frequencies. In this limit the only role

of the pl_JIses is the control of't.he time delaysandt, and  rix F(w) are given in Appendix A. The functiorfy andg;
the precise shape; of the exciting and the hete'rodyne pulsage defined in Appendix {Egs.(C10) and(C11)]. F denotes
do not affect thg S|gne(lapart from_ an overall scallng factor  the area of the pulse envelopEg. (C8)]. Final closed ex-
Upon the substitution of E¢B8) into Eq. (C9), the impul-  pressiongEq. (2.9)] for all techniques are given in Appendix
sive signal adopts the form E. When the coupling,, between chromophores is suffi-
1 ciently weak, it is possible to expand the signal perturba-

Si(ty,ty) = | Alexif (ty.t )]_f dow fdw fdw tively in this coupling. The resulting expressions to first or-

i(t2,t) =171 e (2m)3 2 b ¢ der in J.,,, which will be helpful in the analysis of these

signals, are given in Appendix F.
X z E Mnﬂmlﬂmzﬂm3Gn’ml(wa)

nmMoMs n’p”

IIl. MODEL CALCULATIONS

.

X Gy @b) Gy (@) Gnr( wat wp— wc) To demonstrate how multidimensional spectroscopy
_ works, we applied our results to a model three-chromophores

XT g (wa+ p) system labeled\, B, andC. For simplicity, we assume that

; . each chromophore has only two levédetting«,=0). This
Xe i(tht 0y, 0p, , 21 A, : . n
XHi9;(ta,ty;0a, 0, @c) ] (2.19 is justified when the third level is well separated from all
wherej=LILIIL1V labels the technique. The single exciton states of two singly excited chromophores. The correspond-
Green functiorG(w) and the exciton—exciton scattering ma- ing transition frequencies al@,, (g, andQ:; transition
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o

FIG. 4. 3D plot of the resonant four-wave mixing spectfaao3 chro- 200

mophore model aggregatéa) No intermolecular coupling. The signal is
diagonal (no cross-peaks (b) With intermolecular coupling(a) and (b)
corresponds to Figs.(® and 3d), respectively.

150

100}

50

dipole momentsu,, ug, anduc; and intermolecular cou-
plings Jag, Jgc, andJca. We further assume a simple ex- N L
citon dephasing matriinduced by the phonon batwhere
all excitons have the same dephasing fatesee discussion
following Eq. (Al1)). In all figures we shall give frequencies FIG. 5. Linear absorption of three coupled chromophores Wilto=1,
Q;, couplingsJ and T in units of the lowest transition fre- QB=_1-09' Qc=1.26, andua=pug=pc=1. Model (a), weak coupling
=—0.014,Jgc= —0.014,J,-=0.029; modelb), intermediate coupling

quency(,. All dipoles are given in units ofis . —0.029,Jgc=—0.029,J,c=0.058; model(c), strong couplingd g

The linear absorption alone does not reveal the coupllng= 0.086,J5c= — 0.086,J5c=0.115. The dephasing rafe=0.004 for all
pattern between chromophores. This is illustrated by the folthree models.
lowing two models. In the first the chromophores are totally
decoupled J,,,=0, Q =1, Qg=1.1, Q:=1.3 and up
=1lug=1l2uc=1.1. In the second model, we s€l, the following figures. At this point suffice it to note that the
=1.02,05=1.11,0,=1.28,J,5= —0.023,J5c=—0.037, 2D spectra are capable to distinguish between different cou-
Jac=0.066, and up=pug=pc=1. In both modelsT pling patterns even when the linear absorption is identical.
=0.004. These two models have precisely the same absorphis is why 2D spectroscopies constitute such a powerful
tion spectrum shown in Fig.(8). The 2D spectra are how- structural tool. The intensities of the off-diagonal peaks carry
ever completely different. In the left column in Fig. 3, we information on the magnitudes of intermolecular couplings,
display|S(Q,,0,)| for the first(no-coupling model. Only  while the peak widths represent electronic dephasing. A 3D
diagonal peaks at the individual chromophore frequencieslisplay of the photon echo spectra shown in Fig. 3 is given in
show up. We introduce the notatiof(,{2;) to identify the ~ Fig. 4. The first mode[Fig. 3(c)] is shown in Fig. 4a),
peaks in the 2D plot. The photon echo shown in pdoehas  whereas the second mod@lig. 3(d)] is shown in Fig. 4b).
diagonal peaks at{Q,,Qp), (—Qg,Q5), (—Q¢c,Q¢). In We next turn to an in-depth examination of each tech-
panel(e) (transient grating the peaks are at (Q,), (0,Q2g), nique. To that end we introduce the following three models
and (0Q)¢) whereas for the reverse transient-gratipgnel  (we use the same dimensionless units introduced in Big. 3
(g)] the peaks are at(f5,Q,), (2g,Qg), and Qc,Qc). Al models have three chromophores witi,=1, Qg
Techniqgue ll(reverse photon echas not shown since the =1.09, 0:=1.26, up=ug=uc=1, and I'=0.004 The
signal vanishes for this modéhis will be explained latgr  models differ by the interchromophore coupling strengths.
In the right column, we display the 2D spectra for the secondModel (a) has a weak coupling Jog=—0.014, Jgc
model where coupling has been added. Pdhegives the =-—0.014, J,c=0.029); model(b), intermediate coupling
reverse photon echo. Starting from the second row, we distJag=—0.029, Jgc=—0.029, J5c=0.058); model (c),
play the 2D spectrum for each technique next to its decoustrong coupling §4g= —0.086,Jgc= —0.086,J,c=0.115).
pled model spectrum in the left column. Pard) is the  The corresponding linear absorption spectra are displayed in
photon echo. Apart from the diagonal peaks showftinwe  Fig. 5. The relevant states which participate in the third order
observe additional off-diagonal cross peaks, such asesponse are the ground stige, the manifold ofN.=N one
(Qa,Q8)(Q4,0¢), etc. Panelgf) and (h) which represent exciton states denoted ble), and the manifold ofN;
the techniques II(TG) and IV (RTG) show cross peaks as =N(N—1)/2 two exciton states denoted [y (see Fig. L
well. A detailed study of these cross peaks will be given inFor our 3-chromophore aggregate we haMg=N;=3.
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FIG. 6. Photon echo technique for the models used in FigT&p) Double-
sided Feynman-diagram@) Without two-exciton resonance@i) with two-
exciton resonancesa) weak coupling;(b) intermediate coupling(c) strong
coupling.

However for larger aggregaté is much larger thamN,.
Figure 6 shows the photon-echo technique. The corretive expressiondEgs. (F8—(F10]. Apart from the indi-
sponding double-sided Feynman diagrams @reand (ii).

The Liouville space pathway represented(byonly includes
one-exciton states whil@) involves the contribution of two-

Zhang, Chernyak, and Mukamel

the electronic coherencgy.. The Fourier transform with
respect tot; gives N, peaks at negative frequencies which
correspond to the individual excitons. After the double inter-
action with the second pulse the system is either.a (i) or
at p¢, (ii). If the chromophores are uncoupled, the contribu-
tions from these two diagrams exactly cancel so that only
diagonal peaks appear in the 2D spectfifig. 3(c)]. This is
no longer the case once the coupling is switched on. The
corresponding resonances can be at all single chromophore
frequenciesi) and frequency differences of each one-exciton
state to all two-exciton stat€s). The maximum number of
), peaks for eaclf), is Ng+ N; which is six for our model.
In practice the number of peaks is considerably smaller for
weak coupling since the one exciton energies and the energy
differences between one- and two-exciton states are very
close, and some peaks may not be resolved. In addition, due
to the different coupling patterns, some cross peaks may be
too weak to be observed. Equatiofib)—(F7) imply that to
first order in intermolecular couplingl the peaks will appear
only at the individual chromophore frequencies, as is clearly
shown in Fig. §a). By increasing the coupling to intermedi-
ate strength(Fig. 6(b)), we observe three additional peaks
corresponding to the frequency combinations ({,,Qg
+Qc—Qp), (—Q5,2c+Q,4—Qg), and (—Q¢,Qp+Qp
— Q) which appear in higher orders ih(some peaks are
magnified, as indicated, to make them vis)blEor strong
coupling[Fig. 6(c)], we see that several original peaks split
into two, reflecting strong exciton effects which result in a
frequency shift. All six possible peaks for eafh are now
resolved.

The calculations for Technique (RPE) are displayed in
Fig. 7. The double-sided Feynman diagrams(argand(iv).
The system directly goes to the two-exciton manifold after
interacting twice with the first pulse and the density matrix is
pig duringt,. In the uncoupled case, the signal is represented
by the sum of single chromophore contributions. Therefore,
it must vanish since our two-level chromophores have no
two-exciton states>°3This cancelation makes this technique
particularly suitable for structure determination since the en-
tire signal is induced by the coupling. Along tlfg, axis,
the N; peaks are located at the two-exciton energies. The
possible number of peaks along the axis is N, where
N. comes from the transitions between the ground and one
exciton stateqiii) and the othe, stands for the energy
difference between each two-exciton state axg one-
exciton stategiv). The corresponding calculations for weak
(a), intermediateb), and strong(c) coupling are displayed.
The peaks for weak and intermediate cases can be assigned
using single chromophore frequencies. The peaks in Fay. 7
are @Qa+Qg,Q5), (Qa+Qs,0p), (Qa+0c,Q4), (Qa
TQc,Qg),  (Qa+0c.0¢),  (Qpt+Qc.Qg),  (Op
+Q¢,Q¢). In contrast to the PE, the strongest off-diagonal
peaks now involve linear combinations of chromophore fre-
quencies along), . This is clearly seen using the perturba-

vidual chromophore frequencies alofl}, three additional
peaks of frequency combinations which appear in higher or-
ders inJ show up for intermediate coupling Fig(bj. These

exciton states as well. During the period, the system is at are Qao+Qg,0,+Q5—Q¢), (Qa+Qc, Q5+ 0c—Q5),
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! FIG. 8. Transient grating for the models used in Fig(Top) Double-sided

Feynman-diagrams(v) without two-exciton resonancegyi) with two-
exciton resonance&) Weak couplingib) intermediate couplingic) strong
coupling.

FIG. 7. Reverse photon echo for the models used in FigTép) Double-
sided Feynman-diagrams. Boffii) and (iv) involves two-exciton reso-
nances(a) Weak couplingj(b) intermediate coupling(c) strong coupling.

(Qg+Qc, Qg+ Qc—Q,4). Figure Tc) shows the strong
coupling case where all 6 (8, possible peaks are seen.  density-matrixpgro. The Ng(Ne—1)+1 peaks inQ); will

The third techniqugTG) detects the signal in thik,  appear at energy differences between one-exciton states. If
+k;—k, direction. The double interaction with the first the second pulse brings the) state down to the ground state
pulse creates populations and interexciton coherences in the), only theQ/ frequency will show up during thig period.
excited state, and the relevant Feynman diagramévaiand  If the second pulse bringg’) up to a two-exciton statf )

(vi). After the first pulse, the system is in the one-exciton
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FIG. 9. Reverse transient grating for the models used in Fig(T6p)
Double-sided Feynman-diagramézii) Without two-exciton resonances;
(viii ) with two-exciton resonance&) Weak couplingib) intermediate cou-

pling; (c) strong coupling.

(vi), all possible frequency differences betweehand two-

Zhang, Chernyak, and Mukamel

represent the weak, intermediate, and strong coupling. For
the weak coupling Fig. @), only a few cross peaks appear.
The main intensity is at the position of the uncoupled chro-
mophoregFig. 3(e)]. With increasing the coupling Fig(i8),
additional cross peaks show up at individual chromophore
frequencies as well as their combinations, such 8s (
—Qc, Q= Qc+Q5g), (Qc—QA,Qc—Qa+Qg). With our
parameters, we have three one-exciton energies 0.98, 1.08,
and 1.28. The peak positions alof)g are at the correspond-
ing differencest 0.1, =0.2, and+ 0.3[see Fig. &)]. Figure

8(c) represents strong coupling, where peaks split, reflecting
strong two-exciton effects.

Figure 9 displays the fourth techniqUBTG). The two
Feynman diagrams for this technique dkaéi) and (viii).
During t;, the system is ap./q. Along (24, the N, peaks
appear at positive frequencies. After interacting with the sec-
ond pulse twice, the density matrix can be eithgg (vii) or
pie (Viii). The maximum number of peaks for eafh is
Ne+ (Ne- N¢), which is 12 forN= 3. Calculations for weak,
intermediate, and strong coupling are displayed in Fi¢g, 9
9(b), and 9c). The spectra for this technique are very similar
to the PE(Fig. 6) except that all peaks alor{g; now appear
at positive frequencies.

Comparing the different techniques, we find that they
have some common features. For both the PE and RTG,
peaks alond, only appear at the three individual exciton
frequencies. For weak coupling, we ha\g strong diagonal
peaks located at%Q,,Q4),(=Qg,08)(£0c,Q¢), and
additional cross peaks, described by perturbative expression
[Egs. (F5—(F7)] and Egs.[F14—(F16)]. For intermediate
coupling, we obtain additional peaks resulting from interac-
tion of one- and two-exciton statéequency combinations
of individual chromophore A simple qualitative argument
may explain the origin of these combination pedkem-
pared with the diagonal and cross peaks from the perturba-
tive expression Since the coupling is not strong, we can still
assume that two-exciton states represent approximately two
singly excited chromophores. In this case, if we first excite
moleculeA using technique (PE), we could obtain one ad-
ditional peak Qu,Q5+0c—Q,) [see Fig. @)],
whereas if we use technique IRTG), we could obtain two
additional peaksQa,Qa* (Qg—Q¢) [Fig. Ab)]. The sec-
ond techniquéRPE) differs from PE and RTG since tHe;
peaks appear at two-exciton energies. We assume that the
double interaction with the first pulse excites the two-exciton
stateQ,+Qg. The second pulse gives one extra peak at
(Qp+ Q5,0+ Q5—Q¢) [Fig. 7(b)]. Transient grating
(TG) is very different from the other three techniques, be-
cause it creates an exciton population after the interaction
with the first pair of pulses. Using the same argument, for
0,=05—Q,, the combination peak alonf}, is at ((0g
—Qp,Qc+Qp—Q,), whereas forQl;=—(Qg—Q,), the
peak is at £ (Qg—Q4),Qc—(Qg—Qp)). This explains

exciton states will appear. The maximum number of peakavhy the peaks alongl, for positive ), appear at higher

along the(), axis isNg(1+N;¢) for Q;=0 and 1+ Ns for
Q,#0, where 1 comes from the ground to one-exciton state

frequencies compared with negatity (see Fig. 8.
With increasing coupling strength, exciton effects start

transition (v). For our model, we have maximum 12 peaksto dominate the signal. This is clearly shown in Figs. 6, 7, 8,

for ;=0 and 4 forQ;#0. Figures &), 8(b), and &c)

and 9. For strong coupling, we observe many additional
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peaks reflecting the two exciton interactions. All possiblecombinations of the chromophore frequencies appear as
peaks may then be resolved. well.

When the distances between chromophores are suffi- The present study could be extended in various direc-
ciently large so that the intermolecular coupling constantgions. Our calculations used a model trimer aggregate with
Jmn are smaller than the homogeneous absorption linewidthelatively large transition frequency differences between
the coupling constants which contain the information on thechromophoreg2000—-4000 crm! for transition frequencies
aggregate structure can be determined directly by examining the visible range This corresponds to aggregates formed
the cross-peak intensities. It is interesting to note that techby chemically different chromophores. Our calculations
nique 1l (RPB shows no diagonal peaks, which reflects theclearly illustrate the capacity of femtosecond optical tech-
absence of doubly excited states on a single chromophore feiiques to study such aggregates. Many interesting systems
the present two-level model. In this case, one can easily okare however made out of chemically identical chromophores.
tain J,,, from the cross peak intensities. For strong intermo-Examples are molecular dimers and trimers, e.g., arrays of
lecular couplingJ is of the order of the differences between covalently linked porphyrimé:>® which mimic the architec-
the chromophore transition frequengiescitonic effects be-  tural properties of light harvesting systems as well as the
come dominant. The perturbative expansionJino longer B850 band of the LH2 complex of purple bacteria. In these
holds and the peak positions are shifted. The information oBystems, differences between the chromophore transition fre-
the magnitude ofl is now contained in both the peak posi- quencies due to structural heterogenity is typically several
tions and intensities, and is not as easy to extract as in thgundred wave numbers, which is comparable with the homo-
weak coupling limit. geneous dephasing rates. Resolving the various peaks then

becomes a more difficult task. Recent calculattbsfiowed
how a combination of femtosecond 2D techniques may be
IV. DISCUSSION used to determine all parameters of a homogeneous molecu-

In this paper we have proposed new two-dimensional@’ dimer; the coupling constant and the homogeneous and
femtosecond resonant spectroscopic techniques which haghomogeneous broadening. Higher dimensiof&D, 4D,
the capacity to probe directly the excitonic couplings amongetc) time-domain techniques should be developed and ap-
chromophores. Our calculations illustrate how 2D tech-Plied to study larger homogeneous aggregates with more
niques, unlike conventional 1D measurements, provide inforthan two chromophores.
mation on intermolecular coupling constants, which could  The expression for the 2D resporj&®s.(A6)—(A8) and
fully characterize the system. By inverting the signals itEd. (A10)] as well asy® [Eq. (B7)] incorporate the effects
should become possible to extract detailed structural infor0f exciton transport. Our numerical studies however focused
mation, in complete analogy with 2D NMR spectroscopies.On the coherent terms alone. The incohefeatjuentiglcon-
These techniques should be most valuable for electronic esttibution Eq. (A10) which carries useful information about
citations of aggregates as well as for infrared studies of vi€xciton relaxation has been neglected. The study of tech-
brational excitons’-38 niques specifically designed to probe transport is an impor-

Our calculations are based on a closed form expressiot@nt problem for future studies. A transient grating study of
for the third-order nonlinear response derived by solving theexciton transport which incorporates the incoherent contribu-
nonlinear exciton equation€NEE). This procedure avoids tion to the response should be of considerable interest. A
the expensive explicit calculation of two exciton statessystematic procedure for extracting the intermolecular cou-
(which is the bottleneck in such calculatiorand instead plings out of the multidimensional spectroscopic data needs
incorporates their effects through a scattering matrix. Wgo be developed. For example, the exciton coupling may of-
identified four heterodyne techniques that differ by the pulséen be given by the dipole—dipole interaction tensor which
sequence and the direction of observation, and systematicallyas a well defined dependence on relative orientation and
varied the coupling strengths and patterns. The interpretatiodistances of the interacting dipoles. It should then be pos-
of the signals is particularly simple whel<T", T" being the sible to invert the 2D spectrum to obtain the three-
electronic homogeneous dephasing rate, since in this aglimensional conformation.
proach the strong cancelations of terms which complicate the Our calculations were restricted to two-level chro-
more conventional sum-over-staté80S expressionsare  mophores and the role of additional levels remains to be
automatically built in. Expansion of E¢F4) in powers ofJ  studied. In our three chromophore mod¢l=N;=3. For
shows that forJ=0 the signalS(Q2,,{),) is given by the larger aggregate;>N, and the two exciton manifold will
sum of contributions from individual chromophores and,become much richer. Additional information may be ob-
therefore, is represented by a set of diagonal peaks located tained by other extensions. For example, one can vary the
QO,==*(,; peak positions reflect the chromophore transitionpulse shapes and phasge&,,t;) and scan them in addition
frequencies whereas their widths represent the magnitude &6 the pulse delays. More detailed mechanisms of homoge-
I'. To first-order inJ, the signal is represented by a series ofneous dephasing and inhomogeneous broadening need to be
new off-diagonal peaks. Th@,, ), coordinates of a peak incorporated. Line broadening and finite pulse durations may
centers correspond to the transition frequencies of differentomplicate the analysis and may wash out some of the infor-
chromophores. The intensities of these off-diagonal peakmation. However, in analogy with NMR, it should be pos-
reflect the intermolecular coupling constants. To second orsible to design new types of pulse sequences specifically tay-
der in J, new cross peaks whose positions involve linearored towards overcoming these difficulties.
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APPENDIX A: THIRD ORDER RESPONSE FUNCTION

IN THE EXCITON REPRESENTATION exf —i(o' €, )t3—I'ts] (A6)
X L

The nonlinear response functi®{ts,t,,t;) in Eq.(2.7) (0" €4~ €, 1 2IT) (0" — €4, — €4, F170)
can be obtained by solving the nonlinear exciton equations of
motions(NEE) [Egs.(2.25—(2.28 of Ref. 42. The resulting Rcz(t3,tz,t )

Green function expressiot&FE) for the nonlinear response 2 _f d
function[Egs. (3.14—(3.18 of Ref. 47 can be recast in the i) Faghatayta 5 '
form of Eq.(2.8). The response function derived in Ref. 42 o

has five terms. The first three do not involve the incoherent Uojay apa( @)X —i€,,t —Tty)

exciton density matrix relaxation and are therefore referred

to as the coherent contributions. They are expressed in terms X eXd —i(€,,~ €, )t = 2T't;]

of the one-exciton Green functio®,,(7) and the two-

exciton scattering matrif',,,(w). Eliminating the bath de- exf —i(w' — e, )t~ I'tg]

grees of freedom yields the one-exciton green funétiéh X(w, en— €, 2T (0 — € €0 +i70) . (A7)

Ghn ()= 0(t)[exp(—iht=T"t) ]y, (A1)
. . _ Rea(ts tz,ty)

whereh is the operator with matrix elementts,, [Eq. (2.4)]
andI’ is the phonon-induced one-exciton dephasing operator alazzagw “%f“%"’“az"’“alz J’ do’
with matrix elementd™,,,,. Our primary interest in this ar- .
ticle is concerned with extracting structural information. We Loy aya( @ )EXN —i€, t1— Tt )exp(—iw'ty)
shall therefore use the simplest model for dephasing and as-
sume the following form for the dephasing matrix,, exf —i(o'— €, )ts—T'ts] —exp(—ie,, t3—T'ts)
=I'6,,. The optical response is obtained from that for a X - - . -
system without a bath by adding phonomenological damping (0= €4~ €0, T 2I1) (0"~ €4, €0, +i%0)
with the ratel’. This considerably simplifies the final expres- (A8)

sions for the signals, yet retains all qualitative features of the
ultrafast coupled system-bath dynamifsThe one-exciton Here
Green function is then given by

G (0= 00, pu(m) (N expt — e t—Tt), (A2)  esrsreran( @)= 20 W (MPL(MIT @) i, (M) ()

(A9)
wherey,(n) are the eigenvectors of the one-exciton Hamil-
tonianhy,, with the eigenvalues, . The two-exciton Green
function is calculated through tHe¢X N scattering matrid’

(Refs. 42,46,5) which has the following form in the fre-
guency domain:

of the two-exciton Green functiofi.e., ~2I", see Appendix

B). The expressions for the coherent partFofEqQs. (A6)—

(A8)] can be alternatively derived using simplified NEE
mn(w)—[F(w)];ﬁ[(ﬁergn)Kﬁ—Zﬁw], (A3) equations for one- and two-exciton variables derived in Ref.

represents the exciton scattering matrix in the exciton basis
set.y, should be smaller than the imaginary parts of all poles

46 and adding the dephasing to the one-exciton Green func-
with tions G,,, phenomenologically. These equations neglect the

_ 2 _ 2
F(@)= Smnkin=[ (R0 +0Gn) k5= 210 ]Gmr( @), (A4) herent contributions only.

and the zero-order two-exciton Green function is given by ~ The two remainingincoherent contributions are given
by Egs.(3.17—(3.18 of Ref. 42 which do involve the exci-

0 !

dw
Gmn(w)= 7@% G0 )Gpp(w— o). (A5)

exciton basis
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Ri(ts,t5,t1) given in Appendix A. The Fourier transform is conveniently
1 . carried out with respect to the actual interaction times with
=—4 > Lo P i j do’ the driving field which are denote@h chronological ordens
magagagasag 40 1 2(20)2) o 71, T, and 73. They are connected to the time-interval
o Val’ibles Of AppendiX A byt1:T2_Tl, t2:7'3_’7'2, t3:t
J‘_wdwnrag,all,aGaz(w,)Ga6a3,ala5(w,,) o T3’
t T3 T
(3) =
XCOS(faltl)eXF(—rtl) P (r,t) f0d7'3f0 deJo drR(t,73,75,71)
exp—iw"ty)ex —i(w' e, )ts—I'ts] XE(r,m3) E(r, m2) E(r, T1), (B1)
X .
(0= €4y~ €4, 1 70) (0 — 0"~ €,,~ €, T Y0) R(t, 73,72, 71) =Rc(t, 73,72, 71) + Ri(t, 73,72, 71). (B2)
(A10) We start with the coherent contributi¢&gs. (3.14—(3.16

o of Ref. 42). Switching to the actual time representation they
This term depends on the Redfield tenaﬂl“ related to the can be combined which yields the coherent part of the re-

relaxation of the one-exciton density mat8/B,) (inco-  sponse function
herent exciton motion The latter is described by the irre-

ducible partc_smn,,d(t) of the Green function for the Redfield Rc(t;73,7,,71)

equatiorr®>° )
G =(= ia) 2 z ManleZMmsf df’f
Gagag ayag (@)= 2 Yh (MY (M) perm i
' mn 6 3 T
X Gn/ml( 7= Tl)Gm’mz( 7' — TZ)Gm3m”(7-"_ 73)

o0
dr’
o0

X Gy, (@) P (M e ('), (ALD)

. . . . X Gy t_T/,FH v (77— 7 +c.c., B3
is the exciton representation of the Green function i Moot e (7= 77) B3

G nn' (@). whereX ., denotes the summation over the permutations of

the timesr, 75, and 73. The integrations over’ and 7’ in

The third-order optical susceptibility and the scattering matrif(r) are nonzero forr>0 only.
X®(—wg 0, 0,0:) can be derived by Fourier transform- The two incoherent contributiori€gs. (3.17 and(3.18 of
ing the expressions for the time domain response functionRef. 42 can be represented in a form

Ri(t;TsyTZaTl)zngmz Mnﬂmlﬂmzﬂm3f7 dT’"fﬁ dT”fﬁ dT’Gnn”(t_T")Gn’m3(7',_7'3)GiTm~(7ﬂ_7',)

X Fn//mn’n/m/(’Tﬂ_ ’T,)Em/i’kj(Tl - ’T’H)[kal( 7" — ’Tl) (szj 5( 7" — T2) + GTij(TW_ T2) 5m1k5( 7" — Tl)] +cC.C.

(B4)
|
Equations (B3) and (B4) are written in the molecular 1
basis set as opposed to Eq#6)—(A1l) which use the P(r,t)= 5 Sf dwaf dwa dw.exp—iwgt)
exciton basis set. The Fourier transform is carried out by (2m)
expressings(7), G(7), andT'(7) in Egs.(B3) and (B4) in X x¥(— wg 0y, 04,0 ET,0,)
terms of their Fourier transformS(w), G(w), andI'(w). x?(r,wb)?(r,wc), (B5)

Integrations over times can be then performed explicitly

which yields delta functions of combinations of frequencies.where

Retaining only those terms which survive the rotating wave .

approximation we finally obtain the nonlinear g(r,w)zf &r,texpliot)dt, (B6)
susceptibility>® In four-wave mixing spectroscopyB(r,t) -

can be represented using the third-order optical susceptibili% the driving field in the frequency domain andenotes the

3 . .. . . .
XV~ wg;0,,0p,00), position of an aggregate whose size is smaller than the opti-
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cal wavelengtHLatin indicesw,, etc. denote fields with no
particular time-ordering Equation(B5) is obtained by first
expressing the Fourier transfol{w) of the polarization in
terms of&(w) using they® and then returning to the time
domain,

X(g)(_ws;waawmwc)

(3)

= Xc Wg, 04,0 ,0c),

(B7)

. 3
( wsvwavwbvwc)+Xi( )(_

where v = w,+ w,+ w.. The coherent contributiog’® is
given by®!

3 .
5: )(_‘Usawaawbawc)

1
= 3_ 2 2 E Mnfem, Mm,Mmg

P(wq,0p,0¢) NMyMMg [/ K"

X Gn’ml(wa)Gn’mZ( wb)GmSn”( —w)

XGnnrr(ws)Fnrrnr(wa+ wb)+CC, (BS)

and the summatiop(w, ,wp,w.) is over all 3'=6 permu-
tations of frequencies,, w,, andw,.
The incoherent contributiog® adopts the form

3 .
Xi( )(_w51waawbawc)

B 1 2 2 » de
= 3_ Do ) Monfm, Mm,Mmy = EGnn”(wS)

XGn m (wb)GIm,,( )Fnrrmu,nrmr(wa“' (,Ub+ We— E)
XGm’i,kj(wa+ wc)[kal(wa)‘szj

+Gy (= @c) S, ] HC.C.. (B9)

EquationgB7)—(B9) can be alternatively derived by using a
diagrammatic perturbative expansion in the exciton—phonon

Zhang, Chernyak, and Mukamel

APPENDIX C: THE 2D TIME-DOMAIN RESPONSE

In this Appendix we derive closed expressions for the
2D signals starting with the third-order optical susceptibility
x®). The time-domain heterodyne detected signal is propor-
t|onal to the polarizatiorP(t), which is given by Eq(2 7)
Introducing the carrier frequency of the pulsa§, w9,
w3 the envelopeg&(7), E»(7), E’'(7) and assuming that the
pulses come at times=—t,;—t, and 7= —t,, the driving
field assumes the form

Ey(r+ti+t)exdikyr —iwym+iey(ty,ty)]
+Ey(r+t)exdikor —iwyr+iea(ts,ty)]
+E/ (r+t)exdik' r—iw 7+i¢ (to,t;)]+C.C.,

(CY
wheret’ adopts the value df, or t,+1t;. t; andt, represent
the time intervals in two-dimensional time-domain spectros-

copy and ¢4, ¢, represent the phase shifts between the
pulses in a phase-locked measurement. The frequency do-

main?(w) representation of the driving field adopts the form

&r,m)=

E(rw)=Ey(o—w)exgikr—i(o—o;)(t;+t,)

+igi(ty,t) ]+ Ex(w—wy)exdikor —i(w—w))
Xto+i@o(ty,t)]+E (0— o' )exdik'r —i
X(w—w' )t +ig (tyt (C2

whereE;(w), E»(w), andE’(w) are the Fourier transforms
of the envelopes an@’ is the pulse with which the system
interacts twice E'=E; or E’'=Ej, depending on the tech-
nique.

We next introduce the heterodyne field, centered=a,

(C3

The polarization for the four techniques can be found by

Dl+c.c.,

En(r, ) =Ep(r)exp(ikpr —iwp7) +C.C.

coupling followed by a resummation of the leading substituting Eq.(C2) into Eq. (B5) and keeping the contri-

contributions®®
In the RWA only those contributions in Eq&88) and

butions proportional tcE;E,EY , E;E{E;, E,E;ET, and
E,E5E,, respectively. The heterodyne signal is obtained

(B9) survive for which the one-exciton are taken at positiveupon the substitution of the expression for the polarization

frequencies which implies,,w,>0, ©w.<0. In particular
this implies that in the RWA only the permutations &f,
and wy, are allowed.

Si(ty,ty) =

X Ep(wa— wp) Ex( wp— w2) Ef (we—

xXexd —i

Si(ta,ty) = dw, | doy

X Ei(wa_ai)El(wb_gl) E; (wc—

Xexd —i[(@a(tz,t) — @i(ta,t) — @q(ty,ty) —

1) Ef (wa+ wp—

i[(@1(ta,ty) — @p(ts,t1) — @alta,ty) + (w1 —

3 .
CX( )(_ws,(l)a,ﬂ)b,_

EZ)E: (wat op—

(514';1”14‘(52_

[Eq. (B5) together with Eq(C2)] into Eq. (2.6). This yields
the following expressions for the signal§(t;,t1), j
=1,IL1L,IV for the four techniques,

1
oo [ doa [ do, [ o~ 3100,00,~ o)X~ (05 + o)t oty 1)

we— wp)

W)ty + wity]], (CH

PN
wz_

C!)C)exn: —i ((,l)a+ wb)(tl+t2) +i L()Ctz]

we— wp)

(CH

01— opt,]],
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1
SIII(thtl):Wf dwaj dwa docx®(— wg;w,,0p, — ©¢)

Xexf —i(wa+ wp)ty+iocty+1) —iwatyJE(wa— 0])Ex(wp— ws)

XE} (o= 1) Ef (05 + wp— we— wp)exfi[ (@a(ta,ty) + wots]]. (C6)

1
S|V(t2,t1): WJ’ dwaf dwa dch(3)(—wS;wa,wb,_wc)

Xex —i(wat wp)ta—iwaty Hiocty) | Ej(wa— El) Ex(wp— ;é)

X E3 (.= w2) Ef (05 + wp— we— wp)exf —i[ — @1(ts,t1) — 0ty — w1t5]]. (€7

EquationgC4)—(C7) constitute the most general expressionsEquationgC9)—(C11) give the impulsive signals in terms of

for the heterodyne signal. the x®. In Appendix D we combine them with E¢B8) to
These expressions are simplified considerably in the imexpress the signal in terms of the one-exciton Green func-

pulsive limit, whereby all pulses are shorter than the inverseions.

of the chromophore frequency differences and the line- Our numerical calculations focused on structural infor-

widths. We setw;=w,=w3z=w, E;=E,=E;=E and as- Mmation obtained from the coherent contribution only. Substi-

sume that the detunings af from the chromophore frequen- tuting Ed.(B8) into Eq. (C9) and noting that each of the
cies are small compared to the spectral width of the pulsef€rmutations in Eq(B8) gives the same resullt after integra-
The envelopes in Eq§C4)—(C7) are broad in the frequency ton. finally results in Eq(2.10.

domain and can be set to a const&nvhich is given by the

envelope area,

7= f,wdTE(T)' (C8)  APPENDIX D: TIME-DOMAIN 2D SIGNALS
IN THE EXCITON BASIS
The impulsive signal$Egs. (C4)—(C7)] can then be repre-

sented in a form In this appendix we express the heterodyne signal in
terms of the one-exciton Green function, which has the fol-
Si(t2,ta) lowing form in the frequency domain:

=|ﬂ4exqifj<t2,t1)]$ [ dos [ do, [ do,

¢a(M e, (n)
3 Gmn(w)zz e +ill "’ (D1)
XX( )(_ws;waywby_wc) a W €T
Xexqigj(tZatl;wa:wbywc)]a (Cg)
with wheree, and¢,(m) are the exciton energies and wavefunc-
tions andI’ is the phenomenological width.
fi(ta,t)=@3(ta, 1)+ @ats,t) — @1(ta, 1) — w(ty—ty), We start Wlth Eq.(2.10 and assumeF=1 since the
pulse envelope gives an overall factor in E2.10. We also
£ty t) =0 (tr ty)+ 01(ts t) = @r(ty )+ @(2t; +15), chose the relative phases of the pulses in a way tof get
2 )= etz ) F ealla ) = allo L)+ 02l (c2:)10) —0. Substituting Eq(D1) into Eq. (2.10 yields (for j=1)
fin(t2,t)=@a(ts,t1) + oty,
fiv(to,t)=01(ty,t) + w(ty+ty), 1
w(tz.t)=ei(ta,ty) (ty+t2) S(ty,ty)= 3J dwf dwaj dch [l gl ity
and (2m) aBnv
Oi(t2,t1; @4, 0, 06) =~ (@4 0p)ta+ 0c(ty 1), xex —ioty Filodti T tz) 11, op(w)
9i(ta,t1 0, 0, 0c) =~ (wat wp) (1 +12) + ots, X ! !

wa— €, HIT w—w,—eptil’
9tz 0, 0p,0c) =~ (0t W)+ o (11 +1) —w,ty, 1 1

X - -
Iiv(tz,t1; 08, 0p,0) =~ (wat wp)ty— wat; Hoct,. (C1Y) wc— €, o—w;—€,+il"’ (b2
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where we have introduced the dipolgs, and the exciton  g(b(t, t,)
scattering matrix in the exciton representation

1
= @l (M) = oo exp Tty ')’Otl)a%]} Mol gl pity
(D3) . = .
T pas(0)= 2 @5(M) 6L (Mg (N @s(MT o), xoxp~ieta) | do o —iot) T, op(wi20)
_ _ o« 1 1
Integrating overw; and w3 yields 0= (eat ep)T1(20 —yg) w—(€,+ €)1 70
1 D8
Si(tz,t) = 5 exd —T'(ty+15)] E Mo e g1 ey ©8)
afnv
X SP(t2,t0)
fd“’rmﬁ( o= (e, ep)+2iT 1
1 = on exd —I't,— ?’o(tl‘Hz)]a%V Kol gl pthy
X — (677+ EV) i y [EX[{I E,y(t1+t2) —I a)tz]
_exg—ie,(t;+1,) Fiot]]. (D4) Xexp(ientz)f doexd —iow(t;+1t,)]
The expression in the r.h.s. of E@4) is regular atw=¢,, xfwaﬁ(w—iyo)
+ €, since the expression in the brackets vanishes-ak,
+¢€,; this allows to add y to the resonant factdro — (e > 1 _ 1 _
+¢€,)]" ! and set it toy—0. The sign ofy makes no differ- o—(€e,+€5)+i(2I—yp) 0o—(€,t€,)—iyy’
ence and can be chosen for convenience. Takin@, then (D9)

only the first term in the brackets contributes to the integral.

Since the poles oF(w) lie at Im(w)~—2iT it is conve-
nient to deform the contour of integration to the lower half- Siii’(t2,t1) =~ 5 exp: I'(ty+2ty)] E Mealeglnihy

plane with Im)=— vy, for y,~I", which is accompanied apn
by adding the contribution from the pole=e€,+€,—ivy for T (€, €,)
y—0. This yieldsS(t,,t;) in the form of two contributions. X— E”V CE’Z s )V_’_ iR
The other three techniques can be similarly calculated. We votal A
then have Xexdi(e,—€,)t;—i€,ts], (D10)

Si(ty,t1) =SV (t5,t) +S?(t5,t9), D5

j(t2,1) =S (12, 1) + Stz 1) @5 gy, 1)
with j=L1L1ILIV. We finally have
1
= 5= exd —I'(ta+2t;) — yot2]
(D (ts,t 1)——— exg —T'(t;+1y)] E Ml gkt y 2m
afBnv

X 2 Ma/*LB/*Lmu“veXH:IE t2+|(6 a)tl]

T ap(€,+€,) i
nv,apl €y €y exgi(e,ti—€,tr)], o

€,T€,— (e, T €p)+2iI

(D6) X f do exq —i th)an,aﬂ(w_ i ‘)’o)

S§2)(t21t1) » 1 1
o—(e,teg) +i(2I —yy) o—(€,+t€,) =iy’

1
- exd —[(t;+t5) = yota] (D11)

S (ta,t
X 2 Malphnphty @XHI€,(1115)] ACIEY

aBnv
Xf dw eX[X—ia)tz)F,],,,aﬂ(w—i'yo) :__exn: F(t2+tl)]a277y MD{MBM’I]/‘LV
1 1 Fr]v,aﬁ(e +6v) .
o (eat ep) H1(2T— ) @ (e, + €) 170’ e, (et ey rar SR TIatiTiak),
(D7) (D12)
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2
S (t2.ty)

1
=on exg —I'(ta+t1)— Yotz]a%;w Mgl gl phy

xXexplie,t—i eatl)f do

xexp —iwty)T,, ap(@—i70)
1 1
X o (eatep) 12l — 7o) o— (et €)1 70"
(D13

The signals given by Eq$¢D5)—(D13) can be also ex-
pressed in terms of the contribution&;(ts,t,,t;) [Egs.
(A6)—(A8)] as outlined in Sec. Il. We reiterate that such
simple relations are not obvious from the very beginningand =_— 2 Halpthyhs
hold for a special choice of the relative phases of the pulses K

which yield f;=0
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SI(IZ)(Q2!91)

= 271_ E IL‘La/’LﬁILLT]MVJ’ dwrnv,aﬁ(w_iYO)

1 1
X o= D=1y, 0= Qp—e,— 1T+ 70)
1 1
X o= (eat e+ (20— y0) @—(e,+ &) —i70
(E4
The third techniqugTG) is obtained from Eqgs(D10)
and(D11),
Si(Q2,01)

1 1
—€,7il' Q1+e€,—€,+2iT

r nv,aﬁ( 677+ Ev)

=, (EH
APPENDIX E: FINAL EXPRESSIONS FOR 2D €yt e, ~(eatep)+2i
SIGNALS
SIII (0'21‘01)
In this Appendix we carry out the Fourier transforms
[Eqg. (2.9)] to recast the results of Appendix B in the fre- _ S pottat 1
quency domain. For techniqueRE) we perform a double 27 g TP Q4 e, —€,+2IT
Fourier transform of EqgD6) and (D7), this gives 1
i 1 dewrr]vaﬁ(w_i’)/O) R
(1) - _ - ! w_QZ_E _|(F+')/0)
S| (92191) 20[;]” Mol pgtpty Qz—e,,-l—if‘ 7
« 1 1
« 1 F,,,,vaﬁ(e,,-f— €,) w—(€,t eﬁ)+i(2F—yo) w—(e,]+ €,)—ivg
O +e,+il €,+€,— (e, tep)+2iT (E6)
(ED) Finally, the fourth techniquéRTG) is obtained from
Egs.(D12) and(D13),
SROMON 4s.(012) and(B13
i 1
1 SV(Q2,00)=5 2 malphpht, o
_— ’ 2,55, Ty () — e +iT
2,”_0[;’1} Mol plnfhy, Ql+€n+ir Bn 27 €
J— 1 % 1 an,aﬁ( E'r;+ 61/)
Xf dwry,y,aﬁ(w—l’)’o) (o—Qz—Gn_i(F‘l"YQ) Ql_€a+ir 677+ GV_(ea‘i‘ EB)+2|F,
1 1 (E7)
o—(e,teg) +i(2 —yg) o—(€,+ €)=y SI(\%)(QZaﬂl)
(E2) 1 1
The reverse photon echo technique is obtained by a 27Ta By Haktplintts Q=€ +il
double Fourier transform of Eq&D8) and (D9), 1
STR(OPRON) % f dolynas(@=1v0) g e ST+ 90)
_ E Ml gl pit S X ! !
2miy TP Q= e +iIT 0 (€at €x) (20— yg) @— (€, €,)— 170
X f dol, i ! €9
T yap(0=170) T =7
APPENDIX F: PERTURBATIVE EXPANSION OF 2D
y 1 1 SIGNALS IN EXCITONIC COUPLINGS
w= (€T €pg) +i(2I'=yo) 0=(€,+€,) 1% When the intermolecular coupling constants are small
(E3) compared with the dephasing rates, the optical susceptibility

Downloaded 07 Mar 2001 to 128.151.176.185. Redistribution subject to AIP copyright, see http://ojps.aip.org/jcpo/jcpcpyrts.html



5026 J. Chem. Phys., Vol. 110, No. 11, 15 March 1999 Zhang, Chernyak, and Mukamel

can be expanded in powers &fretaining only the zero- and one-exciton Green function and does not have first-order cor-
first-order terms; the former describe the response of unrections inJ),

coupled chromophores, whereas the latter represent the

coupling-induced peaks. The perturbative calculations were 1

carried out for a slightly more general form of the dephasing ~ Gmn(®@)= ——5 =57 dmn

matrix, where each chromophore has its own dephasing rate m "

I mn=T"ndmn (throughout this paper we assumEg=T, in- 1

dependent om). The desired expansion can be obtained by + o—Q+il, Jmn w—Q,+il,’ (F1)
expanding the Green functio®,, () in the GFE forR()
[Eq. (B8)] (we recall thatl",,,(w) is expressed in terms of Introducing theRS,?’) of a single chromophore
w1+ wy;— 20 ,+2iT
Rff)z . 1 -2 n n - - ’ (F2)
(01— Qp+il ) (0= Qp+iT) (03— Q=T ) (0s— Qp+ily)
|
Eg. (B8) then adopts the form AS(t,,t9)
RO (—wg;01,0p,— w3) mn
= 2, Jnnstm( ) exi €n(ty~ o) = (1 + 12)]
:En: (Mn)“R(n?’)(—wS;wl,wz,—wg)
2 2(€en—€m)
X|—— T AT + 5 S|
+2 ‘Jmnﬂm(ﬂn)gRE\?))(_ws;wl’wzy_ws) e emtiTmt ) (€n—€m)"+ (Im*Th)
mn
(F6)
« 1 N 1 N 1
01— Qnt+ily, 0= Qp+ily 0 Qntil'y, .
4 1 (F3) SFCP)(tZatl): % Jmnﬂm(l’vn)s{ exdi(ent;—emts)]
w3—Qm—iFm )
The impulsive signal for the weak coupling case can be ob- % 2exd — oty — (20 + T'im)to]
tained by substituting Eq(F3) into Eq. (C9 and can be €n~ €n
represented in the form N ex — Tty — ot,]
Sj(t21tl)=SJ(TL)(t21tl)+Asj(t21tl)+sj(cp)(t21tl)i (F4) em—en+i(I'y,—Tp)
Wheresz") represents the signal from uncoupled two-level exfi(ent;— €nts) —I'mt;—Tnto]
moleculesAS(t,,t;) represents an intermolecular coupling —— , (F7
. 1 TL) (CP) €Em—enti('y—Tp)
induced correction t(S]( , whereasS;(t,,t;) represents
the cross peaks which originate from intermolecular coupling
(j =LILILIV). A straightforward calculation yieldgassum- (TL) _
ing factor 7= 1 and phase$;=0) S (t2,t) =0, (F8)
ST (ty,ty) = ‘exflien(t;—ty) —Th(ti+1t,)], (F5
te ) =2 (un)'exilien(ti—to) ~To(ti+1)], (F9) ASy(ty.11) =0, (F9
m#n 2
(CP) _ 3
S|| (t21tl) % Jman(Mn) €m— en_i(rm+rn)
X[exd —i(emt €)ti— (It Tt ]exd —ient,— (I'y+21)t5]
—exd —i(ent ety —(Cp+Tytylexd —iet,—ito]], (F10
S (t2,t) = 25 (1) expl i €nto = Tn(ty o)), (F1D
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m#n
— 3 _ s s
ASy(ta,tg) % Jmntm( pn)“exXd — 2 yt; —i (€, Irn)tZ][En—fm'f'i(rm—Fn)
+ ! + ! F12
€n—€nti(Cytly)  en—enti(Iy—Ty)) ( )
m#n . . . .
expl—ilen—€n—1(Cp+T )]ty —i(en—il)to}
(CP) _ 3 m n m n n n
Sir(t2,t1) % Jmnitm(4n) e —enti(T,—T.)
! [ i(F,+T i ir
+ En_6m+i(rm+rn) exp{—l[em— 6n_l( m+ r‘l)]tl_l(en_l n)tZ}
! [ i(I'y+T i ir
em—enti(Tm—T,) exp{—i[en—em—i(Imt )]t —i(en—il )t}
+ ! 2 i ir F13
enent (T Ty SR 2T em ™I ], (F13
SV (t2,t)= 2 () exil —ien(t o) ~Tn(ta + )], (F14
m#n . .
exd —i(e,—il'y)(t1+15)]
— 3
ASw(tat)= 2 Imastm( in)* = S (F19
m#n . . . .
exd —i(en—iTti—i(e,—iT)15)]
(2.t = 2 It 1) m__m n 2 (F16
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