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The distribution of cooperative radiative decay rates in photosynthetic aggregates is calculated using a Frenkel
exciton model with static diagonal disorder. This distribution which depends on both the exciton coherence
sizes and the aggregate geometry can be directly observed using single-molecule spectroscopy. Comparison
is made with a dynamic exciton self-trapping (polaron) mechanism for localization.

I. Introduction

Recent X-ray diffraction measurements have determined the
2.5 Å resolution structure of the LH2 antenna complex of purple
bacteria.1 The antenna is made of an inner ring (the B850
system) with 18 bacteriochlorophylla (BCla) molecules and
an outer ring (the B800 system) with 9 BCla. Cyclic complexes
appear also in other systems such as LH1 which has 32
chlorophylls. Optical properties of these photosynthetic antenna
complexes have been studied by various time- and frequency-
resolved measurements including fluorescence depolarization,2,3

hole burning,4-8 pump-probe,9-12 and photon echoes.13,14

One of the objectives of the study of photosynthetic antenna
complexes is to find out whether the elementary optical
excitations are localized on a few molecules or delocalized on
the entire complex. The coherence size of the excitations is
determined by the interplay of intermolecular couplings and
(static as well as dynamic) disorder. It has been shown that the
system is characterized by a multitude of coherence sizes
associated with various dynamical variables. The splitting of
the positive (induced absorption) and negative (bleaching) peaks
in pump-probe spectroscopy is related to the exciton mean free
path.15 Cooperative spontaneous emission (superradiance) is, on
the other hand, controlled by a different coherence size
associated with the exciton density matrix16

whereBn (Bn
†) are exciton annihilation (creation) operators for

thenth molecule, and the expectation value is over all electronic
and nuclear coordinates. The radiative decay rate of an aggregate
(ΓS) measured in units of the radiative rate of a single
chromophore is known as the superradiant coherent factor. It
is related to the exciton density matrixFmn by15,16

wheredm is a unit vector in the direction of themth chromophore
transition dipole.ΓS depends on the exciton coherence size

throughFmn as well as on the geometry (relative orientation of
transition dipoles) through thedm‚dn factors.

Excitonic and polaritonic superradiance also shows up in
semiconductor quantum wells,17-20 quantum wires,21 andσ-con-
jugated polysilanes.22,23 The localization mechanisms include
static disorder, exciton-phonon coupling, and impurity trapping.
In a previous paper,16 we examined the effects of exciton-
phonon coupling and static disorder on excitonic coherence and
superradiance of the B850 system in LH2. Measurements of
the temperature-dependent radiative lifetime in LH224 can be
interpreted using a diagonal disorder model.15 In our previous
work we have explored the temperature dependences of the
radiative rate averaged over realizations of disorder.16 The time-
resolved fluorescence signal

contains detailed information on the distributionP(ΓS) itself
through its Laplace transform rather than its average or peak
values. Hereγ is the single chromophore radiative rate, and
Γnr is the nonradiative decay rate which is assumed to be
independent on disorder. The signal can be expressed in terms
of the average rate only if the distribution is sharply peaked
around its average value.

Among the most recent additions to the arsenal of techniques
applied to the antenna complexes is the utilization of single-
molecule spectroscopy (SMS) which can provide a direct probe
for P(ΓS).25 Studies of single molecules in condensed phase is
an exciting new development combining26-32 various forms of
optical microscopy with ultrasensitive detection SMS at low
temperatures which requires selecting a photostable molecule
with a narrow zero-phonon line and high fluorescence yield,
using a narrow band laser and focusing on only a tiny volume
of the sample. This allows a much closer comparison between
experiment and microscopic theories of the host dynamics.
Unlike scanning tunneling microscopy (STM) and atomic force
microscopy (AFM) which probe atoms and molecules well-
bonded on surfaces, SMS operates noninvasively in the optical
far field with a spatial resolution of the order of the optical
wavelength and can be used to study single molecules hidden
deep within a solid matrix. Direct visualization of processes
involving single molecules in condensed phase at low temper-
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Fmn ≡ 〈Bm
†Bn〉 (1.1)

ΓS ) ∑
mn

Fmndm‚dn (1.2)

S(τ) ) γ exp(-Γnrτ) ∫ dΓSP(ΓS)ΓS exp(-γΓSτ) (1.3)
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ature is now made possible with the incorporation of time-
resolved techniques.32-37 SMS distributions of fluorescence
lifetimes and photobleaching properties of single LH2 complexes
have also been measured under physiological conditions.25 Low-
temperature (1.2 K) single-molecule fluorescence excitation
spectra of these complexes have been reported as well.38 The
photobleaching of one Bchl molecule causes the complete
shutdown of fluorescence due to exciton trapping. Bulk
measurements on LH224 reveal thatΓS ∼ 2-3 and is virtually
independent on temperature between 4 and 200 K. SMS
measurements of LH2 complexes should provide the entire
distribution of radiative times.

In this paper we compute the distribution of radiative lifetimes
resulting from a static disorder mechanism for exciton localiza-
tion. For comparison we also present the corresponding distribu-
tion induced by strong coupling to phonons and polaron
formation. The resulting distributions show distinct signatures
of both models. Effects of static disorder on radiative rate
distributions of thermally equilibrated rapidly relaxing excitons
are calculated in section II. The distributions for slowly relaxing
excitons are presented in section III. The corresponding distribu-
tions for strong exciton-phonon coupling resulting in the
formation of polarons are calculated in section IV. Our results
are finally discussed in section V.

II. Radiative Rate Distributions for Rapidly Relaxing
Excitons with Static Diagonal Disorder

We model the B850 band of the LH2 antenna complex of
purple, bacteria as a one-dimensional circular aggregate made
out of two-level molecules with a Frenkel exciton Hamiltonian
written using creation (annihilation) operatorsBm

† (Bm)39:

The couplingJn,n+1 between adjacent BCla molecules in the
B850 band alternates between the value 273 and 291cm-1. We
shall neglect this (weak variation and use an average coupling)
parameterJ. In the absence of disorder, the one-exciton
eigenstatesΨR and energiesεR are given by

with crystal momentaKR ) 2πR/N, R ) -N/2 + 1, -N/2 + 2,
..., -1, 0, 1, ...,N/2 (N ) 18 is the number of chromophores).
The transition dipoles are known to be oriented almost in the
plane in the head-to-head and tail-to-tail configurations, and the
nearest-neighbor intermolecular coupling is positive. Following
refs 15 and 16, we apply a transformationBn f (-1)nBn of the
exciton operators which results in tangential orientations of the
transition dipoles and a negative intermolecular coupling
J ) -280 cm-1 which is reminiscent of J aggregates.40 For
comparison we also consider a system with the same negative
J and vertical dipole orientations (Figure 1).

In this section we assume that relaxation among exciton states
is fast compared with their radiative decay rates. The reduced
density matrix is therefore thermally equilibrated at all times
during the spontaneous emission process and assumes the form

where Z ≡ ∑R exp(-εR/kBT), T is the temperature, and

ΨR(n) is the normalized wavefunction for theR’th exciton.
Substituting eq 2.3 into eq 1.2 we can express the radiative rate
using the exciton basis set

where the radiative rate of theR’th exciton γfR is determined
by it’s oscillator strength,

The total oscillator strength of the aggregate∑R fR ) N is
concentrated in no more than three superradiant states which
are not necessarily eigenstates of the one-exciton Hamiltonian.16

However, in the absence of disorder, by symmetry, the super-
radiant states are also one-exciton eigenstates. For the vertical
configuration there is a single superradiant state withf ) N
which is the lowest-energy (R ) 0) state. For the tangential
configuration the oscillator strength is shared by two exciton
states withR ) (1 andf ) N/2. This implies that the maximum
possible radiative rate for the vertical (tangential) configuration
is ΓS ) N ) 18 (ΓS ) N/2 ) 9). Disorder breaks the translational
symmetry so that the superradiant states are no longer eigenstates
of the single-exciton Hamiltonian and the oscillator strength is
distributed among all exciton states. We adopt a diagonal
disorder model, i.e.; the chromophore transition frequencies are
given by Ωn ) Ω + ên. ên have a Gaussian uncorrelated
distribution with zero mean and fwhmσ. For each value ofσ,
the distribution of radiative rates was computed using eqs 2.4
and 2.5, by summing over 100 000 disorder realizations. We
have performed the simulations for two values of disorder: weak
disorderσ ) 190 cm-1, and strong disorderσ ) 950 cm-1.
The reason for this particular choice will be explained in the
Discussion section.

The calculated distribution of radiative ratesP(ΓS) for weak
disorder and vertical geometry is shown in Figure 2a. At
T ) 1 K the distribution is broad and has a maximum at about

Ĥ ) ∑
n

ΩnBn
†Bn + ∑

mn

m*n

JmnBm
†Bn (2.1)

ΨR(m) ) 1

xN
eiKRm; εR ) 2J cos(KR) (2.2)

Fmn ) Z-1 ∑
R

Ψ*R(m)ΨR(n) exp(-εR/kBT) (2.3)

Figure 1. Two dipole configurations for cyclic aggregates used in this
article. LH2 has the tangential geometry; the vertical geometry is given
for comparison.

ΓS ) Z-1 ∑
R

fR exp(-εR/kBT) (2.4)

fR ) ∑
mn

dm‚dnΨR*(m)ΨR(n) (2.5)
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12, which reflects the coherence sizeLF related the off-diagonal
size of the exciton density matrix.16 At this temperature, only
the lowest exciton state is populated for each realization; thus
the distribution directly reflects the disorder-induced localization
length of the lowest exciton.LF is related to the exciton
localization lengthlA by16 LF ≈ 3lA. For the vertical dipole
configuration, the radiative rateΓS ≈ LF which implies that the
distribution of the lowest-energy exciton states peaks atlA ≈ 4.
At higher temperatures, higher exciton states are populated and
contribute to the superradiance (cf. eq 1.2). Figure 2a shows
that the maximum of the distribution is atΓS

* ) 9.5 forT ) 50
K and ΓS

* ) 7 for T ) 100 K. The decrease ofΓS
* with

increasing temperature makes sense since the higher energy
states populated at higher temperatures are oscillatory and,
therefore, carry a lower oscillator strength.

A less obvious observation is that the distribution narrows
as the temperature is increased. This can be explained by making
use of a correlation between the localization lengthlA of the
lowest exciton state and the energy gapε between the lowest
two exciton states. Using the optimal fluctuation approach41 it
can be shown that the lower the energy gapε, the smaller is
the localization lengthlA. Since the lowest exciton carries most
of the oscillator strength (typical value isf0 ) 12) the radiative
rate is given byΓS ≈ P0f0, where PR ) Z-1 exp(-εR/kBT)
denotes the thermal distribution factor in eq 2.3. Suppose we
have a realization (1) of disorder which gives a certain value
of ΓS at some finite temperatureT. A different realization (2)
which corresponds to a higher value ofε will imply a lower,
value of the localization lengthlA and a reducedf0: f0(2) < f0(1).
However, the increase ofε leads to the increase of the lowest
exciton population factorP0: P0

(2) < P0
(l). This implies that

the fluctuations ofΓS ≈ P0f0 are smaller than those off0. This
compensation mechanism, with its increasing role at higher
temperatures, leads to a partial cancellation of fluctuations in
the distribution ofΓS and narrows the distribution at higher
temperatures. In the infinite-temperature limit, all single excitons
are populated equally for a single realization of disorder, all
superradiant effects are lost, andLF andΓS are both equal to 1.

We now turn to the tangential geometry (Figure 2b). In the
absence of disorder the lowestR ) 0 exciton state is dark, and
the following two R ) (1 degenerate states each carry an
oscillator strength of 9. Only the lowest exciton state contributes

at T ) 1 K. In the absence of disorder we getLF ) 18 and
ΓS ) 0, since for the tangential dipole orientation the vector
sum of the dipoles is zero. For weak disorder the distribution
of LF is peaked aroundLF ) 12. This implies that the nonzero
value ofΓS is due to the partial loss of coherence which yields
a distribution ofΓS betweenΓS ) 0 and ΓS ) 4 peaked at
ΓS ≈ 3.

Many properties of the distributions ofΓS can be understood
using the following representation for the distribution:42

whereΩ(ΓS,T) denotes the subspace of the diagonal disorder
realization parametersê ) (ê1, ...,êN) which yield the radiative
rateΓS at temperatureT. dê stands for the proper measure of
integration defined in ref 42, andW(ê) represents the distribution
of diagonal disorder. For the present Gaussian disorder model
it adopts the form

At T ) 0 the minimal value ofΓS ) 0 is achieved, e.g., at
ê ) 0 with the statistical weight exp[-W(ê)] ) 1. The
distribution function f(ΓS) vanishes forΓS f 0 due to the
decrease of the phase-space volume

We note thatV(Ω) f 0 at ΓS f 0 for T ) 0 since atΓS ) 0,
Ω(ΓS) becomes a manifold of a lower(N - 2) dimensionality.
The maximal value atT ) 0 is ΓS

(m) ) N/4 ) 4.5. The lowest
exciton wave functions which correspond toΓS

(m) can be
parametrized as follows42

for all m for which the rhs of eq 2.9 is positive, andΨ(m) ) 0
for thosem that correspond to the negative values of the rhs of
eq 2.9. For any value ofθ this wavefunction yieldsΓS ) N/4.
Since the lowest exciton wave function does not change sign,
the maximal valueΓS

(m) may not be attained for any realization
of disorder, as opposed to the lowest valueΓS ) 0 and
ΓS ) ΓS

(m) which constitutes an accumulation point.42 P(ΓS)
vanishes atΓS

(m) due to different reasons compared to its
vanishing atΓS ) 0: W(ê) f ∞ when ê belongs toΩ(ΓS),
whereasΓS f ΓS

(m), and therefore, the statistical weight
exp[-W(ê)] vanishes rapidly.

At higher temperatures, the distributions presented in Figure
2b are much narrower and their maxima shift toward larger
values ofΓS. This can be rationalized as follows: the low-
temperature distribution shows a typical valuef0 ≈ 3 for the
oscillator strength of the lowest exciton. As will be demonstrated
later, the remaining oscillator strength is almost uniformly
distributed among two higher-energy excitons with a typical
valuef1 ≈ f2 ≈ 7.5. This yieldsΓS≈ P0f0 + 2P1f1 (for simplicity
we setP2 ≈ P1 and f2 ≈ f1 in our estimates). Increasing the
temperature leads to higher populations of excitons which carry
most of the oscillator strength. This results in the increase of
ΓS and, therefore, in the shift of the maximum positions. Narrow
distributions at higher temperatures originate from the com-
pensating mechanism, similar to the vertical dipole configura-
tion. In the tangential case, the mechanism works in a different

Figure 2. Distribution of radiative ratesΓS (in units of the single-
molecule rate) for weak static diagonal disorder withσ ) 190 cm-1

and various temperatures (as indicated in each panel). Calculations
involved averaging over 100 000 realizations of disorder. A bin size
of 0.1 is used for the radiative rate to create the histogram: (a) vertical
dipole configuration; (b) tangential dipole configuration.

P(ΓS) ) ∫Ω(ΓS,T)
dê exp[-W(ê)] (2.6)

W(ê) )
1

2σ2
∑
j)1

N

êj
2 (2.7)

V(Ω) ≡ ∫Ω
dê (2.8)

Ψ(m) ) 2
N

cos(2πm
N

+ θ) (2.9)

3956 J. Phys. Chem. B, Vol. 103, No. 19, 1999 Zhao et al.



way. For two realizations of disorderε(2) > ε(1) we have
lA(2) < lA(1). However, in contrast to the vertical dipole
orientation, we have for the lowest exciton oscillator strength
f0(2) > f0(1). This is the case because, as shown earlier, for these
values of disorder a typical localization length islA ≈ 4 which
corresponds to a density-matrix coherence size ofLF ≈ 12. In
this situation the nonzero dipole is due to the loss of coherence.
Therefore aslA is decreased there is further loss of coherence
and f0 increases which increasesΓS. The compensating mech-
anism works in the following way. Sinceε(2) > ε(l) the higher
states for the second realization of disorder are less populated
compared to the first realizationP1

(2) < P1
(1). However, in the

present case the higher states carry most of the oscillator strength
f1 > f0, and decreasing their population decreasesΓS. Thus
increase ofΓS due to increasingf0 is compensated by the
decrease ofΓS due to the redistribution of exciton populations.

We next turn to the strong disorderσ ) 950 cm-1 case. The
distributions ofΓS for vertical and tangential configurations are
presented in Figure 3. All distributions now show an extremely
weak temperature dependence betweenT ) 0 and 100 K. This
means that the typical gapε between the lowest and the higher
states substantially exceeds the temperatureT ) 100 K, and all
distributions basically reflect the distribution of the lowest
exciton oscillator strength. The compensating mechanism which
partially cancels the fluctuations for weaker disorder does not
apply for strong disorder. This is why the distributions ofΓS at
T ) 50 and 100 K for weak disorder are much narrower
compared to their strong disorder counterparts. The distributions
of ΓS peak at the same value ofΓS

* ) 3 for both geometries as
opposed to the weak disorder case. This means thatLF ≈ 3;
i.e., the number of chromophores emitting coherently is about
3. Since for the tangential configuration three adjacent chro-
mophores have almost parallel dipoles, the distributions for both
configurations are similar. The longer tail at largerΓS for the
vertical configuration can be rationalized as follows. For larger
values ofLF the dipoles for the tangential orientation are no
longer parallel, which reducesΓS and therefore decreases the
probability of realizations with high values ofΓS.

We have shown earlier16,15that the same value ofΓS averaged
over disorder can be obtained using two values of disorder:
either strong disorder whereLF , N and ΓS ≈ LF or weak
disorder whereN - LF , N andΓS ≈ N - LF. Our calculations
demonstrate that the distribution ofΓS in the former case is
much broader. One can, therefore, distinguish between the two
situations by inspecting the distributions ofΓS. This can be done

experimentally either using SMS or by observing the time-
resolved fluorescence profile: weak disorder should give an
exponential decay, as opposed to the multiexponential decay
predicted for strong disorder, reflecting the broad distribution
of decay rates.

III. Radiative Rate Distribution of Slowly Relaxing
Excitons

The calculations of section II assume a fast relaxation of
exciton populations so that the exciton density matrix is
thermalized during the radiative decay process. In the opposite
limit of slow relaxation, each aggregate remains in one of the
exciton eigenstates during a measurement and SMS will reflect
the distribution of exciton oscillator strengthsfR. The relative
contribution of various excitons will depend on the details of
the excitation process (e.g., pump field frequency, envelope,
and duration). In this section we assume thermally weighted
contribution for individual exciton rates computed in the
following way: for a given realization of disorder, we getN
valuesf0, ..., fN-1 which correspond to allN excitons. TheRth
exciton contribution is then counted with the thermal weight
factorPR, and an ensemble average over disorder is performed.
The resultingP(fR) distributions do not correspond to any
specific measurement (since in the slow relaxation limit the
thermal distribution does not apply). However, they provide an
insight into the microscopic origin of the distributions and
support the arguments presented above for the shapes of the
distribution P(ΓS) of radiative rates at different temperatures.

The distributionsP(fR) for the vertical dipole configuration
are presented in Figure 4a. AtT ) 1 K (upper panel) we recover
the distribution ofΓS at the same temperature shown in Figure
2a. This is to be expected since at this temperature both
distributions reflect basically that of the lowest exciton oscillator
strengthf0. At higher temperatures (middle and lower panels),
the distributions show an additional peak close to zero origi-
nating from the oscillatory states populated at higher temper-
atures which have low oscillator strengths. This supports the
compensating mechanism introduced earlier: increase ofε

populates the lowest exciton which increasesΓS, whereas the
depopulation of the higher states only weakly affectsΓS since
these states are almost dark.

The computed distributions for the tangential configuration
are presented in Figure 4b. The low-temperature distribution
shown in the upper panel, as well as in the vertical orientation
case, coincides with the distribution ofΓS (Figure 2b) for the
same reason. The distribution forT ) 50 K (middle panel)
shows an additional peak atf ) 8. The maximal valuef* ) 9
is obtained, e.g., forê ) 0. The shape of the distribution for
0 < f < 4 is very close to that of theT ) 0 distribution. The
distribution for 4< f < 9 is due to higher excitons which are
thermally populated at higher temperatures. A typical value of
a higher exciton oscillator strength isf ) 8, which is close to
the maximal valuef ) 9 obtained forê ) 0. This means that a
potential well which traps the lowest exciton does not substan-
tially affect the shape of the next exciton. Since forê ) 0 there
are two degenerate excitons withf ) 9, one should expect in
disordered aggregates the existence of another exciton with a
large oscillator strength and with an energy close to that of the
second exciton. This argument is supported by the distribution
of f for T ) 100 K presented in the lower panel of Figure 4b.
In addition to the two features of theT ) 50 K distribution
whose shape does not change substantially, theT ) 100 K
distribution shows an additional peak at a very small value
f ≈ 0.3. This suggests that excitons populated atT ) 100 K

Figure 3. Same as in Figure 2 but for strong static diagonal disorder
with σ ) 950 cm-1.
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and not populated atT ) 50 K carry very low oscillator
strengths. Since the total oscillator strength isN ) 18, and
typical values aref0 ) 3 and f1 ) 8, there should be one
additional exciton withf2 ) 7 to satisfy the sum rule. This
picture is also confirmed by examining some particular realiza-
tions of disorder. A typical realization gives, e.g.,f0 ) 3, f1 )
8, andf2 ) 6, and the residual oscillator strength is distributed
among the higher-energy excitons.

The distributions of individual exciton ratesP(fR) for strong
disorder are presented in Figure 5. These distributions are similar
to the corresponding distributions ofΓS, indicating that only
the lowest exciton is populated between 1 and 100 K.

IV. Polaronic Control of Superradiance

We now turn to a different mechanism for exciton localiza-
tion, namely, dynamic localization due to exciton-phonon

coupling and polaron formation. We follow the formalism of
ref 16. Both diagonal and off-diagonal couplings were taken
into account.16,43

Molecular aggregates generally interact with a bath consisting
of nuclear (intramolecular, intermolecular, and solvent) degrees
of freedom: Exciton-phonon interactions are described through
the dependence of molecular frequenciesΩn and intermolecular
couplingsJmn on nuclear coordinatesq. We adopt the Holstein
(molecular crystal) Hamiltonian:44

Here|0〉 is the vacuum state for both the exciton and the phonon

Figure 4. Distribution of excitonic radiative ratesP(fR) (in units of
the single-molecule rate) for weak static disorder and various temper-
atures (as indicated in each panel). Calculations involved averaging
over 100 000 realizations of static diagonal disorder withσ ) 190 cm-1.
A bin size of 0.1 is used for the radiative rate to create the histogram:
(a) vertical dipole configuration; (b) tangential dipole configuration.

Figure 5. Same as in Figure 4 but for strong static disorder with
σ ) 950 cm-1.

Ĥ ) Ĥex + Ĥph + Ĥex-ph (4.1)

Ĥex ) -J∑
n

Bn
†(Bn+l + Bn-1) (4.2)

Ĥph ) pω0∑
n

bn
†bn (4.3)

Ĥex-ph ) gpω0∑
n

Bn
†Bn(bn

† + bn) (4.4)
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degrees of freedom, andBn
† (bn

†) creates an exciton (phonon) on
site n. ω0 is the Einstein phonon frequency,J is the exciton
transfer integral between nearest-neighbor sites which will be
measured in units of the Einstein frequencyω0, andg is the
diagonal exciton coupling strength. The Hamiltonian eq 4.1 can
be obtained from eq 2.1 by expanding the molecular frequencies
Ωn(q) to first order in q. We also assume nearest-neighbor
intermolecular couplingsJmn and dispersionless (Einstein
phonons).

We have computed the polaron wave function using the
Toyazawa Ansatz:

The parametersλn
K andψn

K, as well as the energy of the lowest
one-exciton bandEK, are obtained variationally.48 In this Ansatz,
the lattice phonon distortionλn

K and the exciton amplitudeψn
K

share one common centroid. A localized polaron wave function
from which a delocalizing procedure via the projection operator

produces the Toyozawa Ansatz (4.5)

where|D〉 is known as the Davydov solution in the context of
vibrational energy transfer in protein:45

As pointed out by Cˇ apek et al., extended states always yield
lower variational energies than their parent localized states.46

The Toyozawa Ansatz|K〉 is therefore a better trial wave
function for the cyclic LH2 rings than the Davydov Ansatz|D〉.

The radiative decay rate (in units of the single chromophore
rate) for theK’th polaron eigenstate|K〉 of the lowest one-
exciton band is

where we have taken into account the fact that|K〉 is not
normalized. We have16

whereFn′m′
K is the Debye-Waller factor

with the Fourier-transformed phonon displacementλq
K defined

as

The characteristic length scale for〈K|Bm
†Bn|K〉 is determined

by two factors, namely, the exciton amplitudeψn
K and the

Debye-Waller factor Fn′m′
K which represents the overlap of

phonon wave functions.

The radiative rates and polaron energies for both dipole
configurations (Figure 1) are listed in Table 1 for weak (g ) 1,
J ) 2ω0) and medium(g ) 2, J ) 2ω0) exciton-phonon

TABLE 1: Polaron Energies and Radiative Rates for
Vertical and Tangential Dipole Configurations and J ) 2ω0

a

K EK/ω0

ΓK

vertical
ΓK

tangential EK/ω0

ΓK

vertical
ΓK

tangential

0 -4.343 15.7 0.62 -5.541 8.46 1.93
π/9 -4.151 1.31 7.68 -5.463 2.60 4.59
2π/9 -3.715 3.95 1.90 -5.302 2.93 2.41
π/3 -3.431 8.81 2.45 -5.162 3.01 2.53
4π/9 -3.333 12.1 1.82 -5.066 3.90 2.50
5π/9 -3.298 13.8 1.33 -5.002 2.74 2.40
2π/3 -3.283 14.7 1.07 -4.962 2.61 2.31
7π/9 -3.278 15.3 0.87 -4.937 2.54 2.26
8π/9 -3.266 15.7 0.73 -4.923 2.50 2.23
π -3.262 16.0 0.59 -4.919 2.48 2.22

aTwo types of exciton-phonon couplings are considered. Left
columns: weak coupling(g ) 1). Right columns: medium coupling
(g ) 2). The average energy of the bare exciton band-2J cosK is set
to zero.

Figure 6. Radiative decay rates versus energy for polaron states (see
Table 1): (a)g ) 1, J ) 2ω0; (b) g ) 2, J ) 2ω0.

|K〉 ) ∑
n

eiKn∑
n1

ψn1-n
K Bn1

† exp[-∑
n2

(λn2-n
K bn2

† - λn2-n
K* bn2

)]|0〉

(4.5)

P̂(K) ) N-1∑
n

exp[in(K - ∑
k

kBk
†Bk - ∑

q

qbq
†bq)] (4.6)

|K〉 ) P̂(K)|D〉 (4.7)

|D〉 ) ∑
n

ψn(t)Bn
† exp[-∑

n

(λn(t)bn
† - λn

*(t)bn)]|0〉 (4.8)

ΓK ) |dK|2 ) ∑
mn

dm‚dn〈K|K〉-1〈K|Bm
†Bn|K〉 (4.9)

〈K|Bm
†Bn|K〉 ) ∑

m′n′
eiK(n′-m′)ψm-m′

K* ψn-n′
K Fn′m′

K (4.10)

Fn′m′
K ) exp[N-1∑

q

|λq
K|2(eiq(m′-n′) - 1)] (4.11)

λq
K ) ∑

n

e-iqnλn
K (4.12)
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coupling. The average energy of the bare exciton band-2J
cos K is set to zero. The oscillator strengths of Table 1 are
plotted versus the polaron energy in Figure 6. We have
calculated the thermally averaged distribution of individual
polaron ratesP(ΓK). The contribution of theK’th state has been
scaled byZ-1 exp(-EK/kBT) similar to the calculation of Figures
4 and 5. These distributions do not correspond to an experi-
mental observation but merely provide an insight into the
possible distributions of rates for slow exciton relaxation. In
Figure 7a, we show the radiative rate distributions for the vertical
model with weak exciton-phonon coupling. At zero tempera-
ture, only theK ) 0 state is populated. As the temperature is
increased, higher-energy eigenstates are populated and the
distribution is shifted toward lower rates. As is clear from Table
1, the high-momentum states carry large oscillator strengths due
to the fact that in these states phonons carry almost all of the
crystal momentum leaving the exciton with zero momentum.
Therefore the high momentum states are effectively excitons
clothed by plane-wave phonons whose oscillator strengths
resemble those of theK ) 0 states at the bottom of the polaron
band. Comparing Figure 7a with Figure 4a shows that in both
cases, at low temperatures the distribution peaks at high radiative
rates, whereas low-rate peaks emerge at high temperatures as
the higher states are populated.

The situation is different for the tangential configuration,
where only exciton momentakex ) (π/9 are selected, and the
high-crystal-momentum states have vanishing oscillator strengths
similar to theK ) 0 state. This is demonstrated in Figure 7b
where the low rate peak at 0.62 is attributed toK ) 0 and the
high rate peak at 7.68 represents theK ) (π/9 states. Were

the excitons not clothed by the phonon cloud, theK ) (π/9
states would have an oscillator strength of 9. Phonon scattering
introduced by eq 4.4 effectively reduces the exciton coherence.
One can interpret Figure 7b qualitatively as Figure 7a with the
x-axis reversed. The high-rate peaks in Figure 7a are then
mapped onto the low-rate peaks in Figure 7b. The lowest peak
in Figure 7a appears as the highest peak in Figure 7b, which
corresponds to theK ) (π/9 states. Temperature increase results
in distributions between 0.59 and 2.45 which are attributed to
states with higher crystal momenta. It is remarkable that the
broad distribution from about 4 to 16 in Figure 7a is narrowed
to the region below 3 in Figure 7b. This is analogous to Figure
4b where for low temperatures the distribution is confined
between 0 and 4. However, the distribution from 4 to 8 in Figure
4b for higher temperatures does not appear in our polaron
picture.

As the exciton-phonon coupling strength is increased to
g ) 2, the polaron bandwidth is reduced to about one-half the
phonon frequency, implying that the gap below the phonon
continuum is roughly the same as the bandwidth. Consequently,
the oscillator strength for the vertical geometry has a weak
momentum dependence for nonzero momentum eigenstates.
Temperature increase lowers the probability of the radiative rate
at which theK ) 0 state emits, as more excitons are populated
toward the higher lying states. In the low-rate regime the
distribution is similar to strong static disorder (Figure 5a). In
fact, the distribution peaks at about 3 in Figure 8, which is also
comparable to Figure 5. (All peaks are between 2 and 3.)
However, theK ) 0 peak at 8.46 is absent in Figure 5a. Data
for four different temperatures are shown. A bin size of 0.1

Figure 7. Distribution of radiative rates (in units of the single-molecule rate) for a weak-coupling polaron model (g ) 1, J ) 2ω0) and various
temperatures (as indicated in each panel). A bin size of 0.1 is used for the radiative rate to create the histogram: (a) vertical dipole configuration;
(b) tangential dipole configuration.
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is used for the radiative rate to create the histogram. Therefore
only six peaks are observed in Figure 8a instead of eight
(excluding theK ) 0 state). The distributions for the tangential
dipole configuration are shown in Figure 8b. The peak at 4.6 is
due to theK ) (1/9π which exchanges position with theK )
0 peak in Figure 8a. The rest of the distribution is centered at
about 3 as in Figure 8a. ForJ ) 2ω0, the polaron self-trapping
transition occurs atgc ≈ 2.3, where the effective mass of the
phonon-dressed exciton is increased to more than 10 times the
bare exciton mass.43,47 The exciton amplitudeψn (but not the
electronic excitation itself) is localized completely on a single
site, and the superradiance factor is reduced to 1.16 Although
the exciton is still mobile in a strict, sense (delocalized wave
function), the polaron bandwidth is so reduced that for all
practical purposes the exciton is trapped in the lattice well it
created. The distribution of radiative rates in this strong-coupling
limit will be narrowly peaked at∼1.

The photophysics of antenna complexes is dominated by
disorder. However, polaron effects are important for other types
of aggregates. Radiative lifetimes of confined excitations in
σ-conjugated systems such as polysilanes (linear chains) have
been measured, and polaron models were used for their
interpretation.22 The 9- and 23-atom chains of polysilanes are
found to correspond to the Toyozawa self-trapped and free
states.48 Exciton-phonon coupling is more pronounced in J
aggregates of PIC which have an elongated two-dimensional
structure.49,50 Two-dimensional exciton delocalization is also
found in J aggregates, of Langmuir-Blodgett films.51

V. Discussion

In this paper we have computed the distributions of radiative
decay rates in circular aggregates for two extreme dipole
orientations of chromophores. Applications have been made to

the B850 band of the LH2 complex of the purple bacteria.
Electronic excitations in light-harvesting complexes have re-
cently been computed using the INDO-/S-CI code.52 The results
provide detailed descriptions of electronic state properties. The
lower-energy excitations are found to be exciton type with
delocalization over the entire aggregate. Starting with the
Frenkel exciton model (eq 2.1), we have studied effects of static
disorder and vibronic coupling on the radiative rate distributions.
The absorption linewidth as well as the radiative rate formation
in the LH2 complexes are dominated by the inhomogeneous
(static disorder) mechanism.4-8,15

For the tangential configuration the same radiative rateΓS

, N can be obtained either when the off-diagonal sizeLF of
the one-exciton density matrix satisfiesLF , N which yields
ΓS ≈ LF or whenN - LF , N and ΓS N - LF.15,16 The two
values of diagonal disorder used here yield about the same
average value ofΓS. For the weaker disorder (σ ) 190 cm-1)
we have ΓS ≈ N - LF, whereas for strong disorder
(σ ) 950 cm-1) we have ΓS ≈ LF. However, we have
demonstrated that the distributionsP(ΓS) are very different in
the two cases. For weak disorder atT ) 1 K the distribution
P(ΓS) which reflects the distribution of the lowest exciton
oscillator strength is broad, covers the range fromΓS ) 0 to
ΓS

(m) ) N/4 ) 4.5, and reaches its maximum atΓS* ≈ 3. At
higher temperatures (T ) 50 and 100 K) the distribution narrows
with width ∆ΓS ∼ 0.5 and is peaked atΓS* ≈ 3.8 and 4.2,
respectively. We have proposed a compensating mechanism that
predicts a substantial narrowing of the distribution with increas-
ing temperature. The corresponding distributions for strong
disorder are almost temperature-independent betweenT ) 1 K
and 100 K. BetweenT ) 50 and 100 K, the strong disorder
distribution which represents basically the lowest exciton
oscillator strength is much broader than that for weak disorder.

Figure 8. Same as in Figure 7 but for a medium-coupling polaron model (g ) 2, J ) 2ω0).
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The striking difference in the temperature dependence of the
distribution for weak and strong disorder implies that one can
distinguish between the two, either by SMS or by examining
the temperature dependence of the time-resolved fluorescence
signalS(τ).

The distributionP(ΓS) is important for interpreting energy
transfer between antenna complexes. For example, for
σ ) 190 cm-1 (which applies to the LH2 systems) the aggregate
with more localized lowest exciton states have larger radiative
rates as well as lower energies of the lowest exciton. Since at
low temperatures energy transfer is biased toward lower
energies, the correlation between the lowest exciton energy and
the radiative rate leads to the depopulation of the low-energy
states which makes the low-temperature energy transfer faster.
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