I. Introduction

The Frenkel exciton model is widely used in the description of elementary optical excitations of molecular aggregates and macromolecules, where interactions between the basic units, the chromophores, are purely Coulombic. The exciton is a quasiparticle consisting of an electron and a hole constrained to reside on the same chromophore, undergoing a wavelike motion that ideally covers the whole aggregate. The real-space Green function representation of the optical response functions offers a simple and intuitive physical picture of the energetics and dynamics of exciton systems. A small set of exciton variables can be defined that completely encapsulates the exciton dynamics and naturally truncates the hierarchy generated by the Heisenberg equation of motion for a given nonlinear spectroscopic method. It has been demonstrated that the time-domain signal to third-order in the driving field can be partitioned into a short-time (coherent) and a long-time (sequential) component.

The former decays on the dephasing time scale \( \tau_D \) whereas the latter decays on the time scale of the exciton population (fluorescence) lifetime \( \tau_f \), which is typically orders of magnitude longer. A third important time scale is the relaxation time \( \tau_r \) for the exciton population to reach the Boltzmann distribution in the excited state. Typically we have \( \tau_D, \tau_r \ll \tau_f \). The coherent and sequential contributions are clearly distinct when \( \tau_r \gg \tau_D \). When \( \tau_r \sim \tau_D \), exciton dephasing and population relaxation are simultaneous and these two components are not clearly separated.

The possible time-domain two-dimensional (2D) four-wave mixing techniques in molecular aggregates have been surveyed in ref 4. For certain techniques such as the two-pulse photon echo, the exciton density matrix does not have a population period and, therefore, the sequential component does not contribute and the signal is represented solely by its coherent component. Pump-probe spectroscopy depends on both components. When the time delay \( \tau \) between the excitation pulses satisfies \( \tau \sim \tau_D \), the signal is dominated by its coherent component. This case has been considered in our earlier work.

For \( \tau \gg \tau_D \), the signal is sequential. If \( \tau_r \ll \tau \ll \tau_f \), the exciton populations relax to a thermal equilibrium, and the signal saturates as a function of \( \tau \) and only depends on the probe frequency. This case has been considered in ref 5.

In this article we build upon and expand these earlier results to calculate the pump-probe spectra for a molecular aggregate consisting of \( N \) three-level chromophores. We focus on the sequential contribution to the response function obtained with well-separated pulses. The earlier work, which assumed a fully thermalized one-exciton density matrix, is extended to include exciton relaxation processes. Our approach makes use of the Green function representation of the third-order optical response derived by solving the nonlinear exciton equations (NEE), where exciton transport is incorporated using the Redfield relaxation superoperator. The NEE offer significant conceptual and numerical advantages for computing the nonlinear optical response, compared with the more conventional sum-over-states (SOS) approach. They limit the computational effort to the one-exciton manifold, whose size scales as the number of molecules, \( N \), while the SOS requires the full set of \( N^2 \) one- and two-exciton states. The NEE further avoids calculating dark states that do not contribute to the optical response and results in compact expressions that do not suffer from the almost cancellation of large terms in the SOS approach. All nonlinear spectroscopic techniques can be formulated using the Green function representation of the exciton variables computed perturbatively order by order in the external field.

The most widely used description of time-resolved pump-probe spectroscopy treats the measurement as a sequence of two separate linear experiments. First the pump-pulse perturbs the system, preparing it in a nonstationary state that is subsequently monitored by the probe. By varying the pump/probe time delay, we can follow the evolution of the initially created state. This simple picture has been put to a solid mathematical foundation by the doorway-window representation of sequential pump-probe experiments performed with well-separated pulses. This picture was first developed by Yan and Mukamel for describing the nuclear density matrix for vibrations and a solvent bath and was extended to molecular aggregates and exciton wave packets in refs 4, 7, and 8.

The doorway-window representation offers an intuitive physical...
picture of the process and lends itself to a clear interpretation; the system interacts twice with the pump, creating the initial doorway wave packet (a particle in the excited state and a hole in the ground state). This exciton wave packet then propagates during the time delay between the pulses, whereby the exciton–bath interaction affects the exciton density matrix. The system then interacts twice with the probe, and the signal can be computed as the Liouville space overlap of the propagated doorway with the window wave packet.5

Pump–probe spectroscopy is conceptually very similar to the time- and frequency-resolved fluorescence technique. The pump–probe signal \( S_{pp} \) contains the fluorescence signal as one of the components, known as the stimulated emission contribution. The DW representation for the time- and frequency-gated fluorescence using the same level of theory as implemented in this paper has been developed in ref 9. In this paper we extend these results to pump–probe spectroscopy.

The DW picture of pump–probe spectroscopy divides the generation of the signal into three steps: (i) the formation of the exciton DM representing the exciton populations and coherences (this process is described by the doorway wave packet), (ii) propagation of the exciton DM during the pump/probe delay period, and (iii) formation of the signal as a result of scattering of an exciton created by the probe field with excitons created by the pump. This process is described by projecting the window function onto the exciton density matrix obtained at the end of step ii. The propagation operator for the reduced density matrix (step ii) contains the exciton DM obtained at the end of step ii. The propagation operator for the reduced density matrix (step ii) contains the exciton–bath interaction modeled by the multilevel Redfield theory.10–12 This theory assumes a vibrational bath coupled linearly to the exciton system. The Redfield superoperator contains population relaxation \( T_1 \), coherence relaxation \( T_2 \), and mixed terms. The operator was computed using the Brownian oscillator model for the collective bath coordinates10 under the rotating wave approximation. It conserves the number of excitons and satisfies detailed balance, leading to a thermally equilibrated exciton distribution at long times. The window wave packet depends on the one-exciton Green function, as well as the exciton–exciton scattering matrix, derived from the two-exciton variable13 using the Bethe–Salpeter equation.14 This matrix completely avoids the computationally expensive calculation of the two-exciton manifold. It carries all information about the two-exciton manifold, its energy levels, and anharmonicities relevant for optical nonlinearities. It is straightforward to verify from the structure of this matrix that the scattering contributions and the entire nonlinear response vanish for a system of three-level chromophores that have a harmonic ladder structure.

The excitation pulses are incorporated through their Wigner spectrograms,18–21 a mixed time and frequency representation, which interpolate naturally between the pure time and frequency domain descriptions and can account for arbitrary pulse shapes and durations. In an ideal pump–probe measurement, the pulses are short compared to the exciton dynamics time scale and long compared to the inverse line width. In this case, known as the snapshot limit, the signal, \( S_{pp} \), does not depend on the pulse envelopes. More generally, the spectra are obtained by convoluting the snapshot signal with the pump and the probe spectrograms, making it possible to dress the wave packets with pulses of arbitrary shapes and durations once the snapshot spectrum has been calculated.3

The paper is organized as follows: the formal expressions for the pump–probe signal are summarized in section II, and numerical applications to a model linear pentamer (J-aggregate) in the snapshot limit are presented and discussed in section III. For clarity, all the derivations are given in the appendices. The pump–probe signal is derived in Appendix D using the optical response function of Appendix A. The exciton–exciton scattering matrix is defined in Appendix B, and the Redfield superoperator is derived in Appendix C. The Wigner spectrograms are given in Appendix E, and the snapshot limit spectrum is presented in Appendix F.

II. Doorway–Window Representation of Pump–Probe Spectroscopy

We consider a molecular aggregate made out of \( N \) interacting three-level chromophores (Figure 1). \( \Omega_n^{(1)} \) is the first excited state for the \( n \)th molecule, and \( \Omega_n^{(2)} \) is the doubly excited electronic state. \( \kappa_n = \mu_n / \mu_n^0 \) is the ratio of the transition dipole strengths of the \( |1\rangle \rightarrow |2\rangle \) (\( \mu_n \)) and \( |0\rangle \rightarrow |1\rangle \) (\( \mu_n^0 \)) transitions of the chromophore.22 The anharmonicity parameter, \( \Delta_n \equiv \Omega_n^{(2)} - 2 \Omega_n^{(1)} \), represents the level structure deviation from a harmonic ladder.

This aggregate can be represented by the Frenkel exciton Hamiltonian:

\[
H = H_e + H_{pb} + H_{int} - E(t) \hat{P} \tag{2.1}
\]

\( H_e \) describes the electronic system

\[
H_e = \sum_{mn} h_{mn} \hat{B}_m^\dagger \hat{B}_n + \sum_n \hbar (\hat{B}_n^\dagger)^2 \tag{2.2}
\]

where \( h_{mn} = \Omega_n^{(1)} \delta_{mn} + J_{mn} \), and \( J_{mn} \) is the intermolecular dipole–dipole interaction in the Heitler–London approximation. The parameter

\[
g_n = 2\hbar (\kappa_n^{-2} \Omega_n^{(2)} - \Omega_n^{(1)})
\]

contains all information about the two-exciton manifold. The exciton creation (annihilation) operators \( \hat{B}_m^\dagger \) (\( \hat{B}_m \)) add (remove) an excitation on the \( n \)th chromophore and satisfy the Pauli commutator relations

\[
[\hat{B}_m, \hat{B}_n^\dagger] = \delta_{mn} [1 - (2 - \kappa_n^2) \hat{B}_m^\dagger \hat{B}_m] \tag{2.3}
\]

In the case of two-level chromophores \( \kappa_n = 0 \), and eq 2.2 prohibits two excitons from occupying the same chromophore site at any given time.
The exciton states are defined by the eigenvalues ($\epsilon_a$) and eigenvectors ($q_{a}^{(m)}$) of the Hamiltonian
\[\sum_n h_{mn} q_{a}^{(m)}(n) = \epsilon_a q_{a}^{(m)}(n) \]  

(2.4)

$q_{a}^{(m)}$ represent the transformation between the real-space (chromophore) representation to the delocalized exciton-space representation.

The harmonic phonon bath Hamiltonian is
\[H_{ph} = \sum_r \left( \frac{p_r^2}{2m_r} + m_r \omega_r^2 q_r^2 \right) \]  

(2.5)

and the system—bath interaction is taken to be
\[H_{int} = \sum_{i,j} \Omega_{ij} \vec{B}_i \vec{B}_j \]  

(2.6)

where $q_r$, $p_r$, $m_r$, and $\omega_r$ are the coordinate, momentum, mass, and frequency, of the $r$th bath oscillator, respectively.

Using projection operator techniques, we can trace out the bath coordinates from the full density matrix. $H_{ph}$ and $H_{int}$ then generate the relaxation superoperator (see Appendix C) for the reduced exciton density matrix. The last term in eq 2.1 describes the coupling between the system and the external electromagnetic field, where the polarization operator is given by
\[\hat{\mathcal{P}} = \sum_n \mu_n (\hat{B}_n + \hat{\mathcal{B}}_n) \]  

(2.7)

The sequential pump—probe signal is derived in Appendices A–E and is given by

\[S_{pp}^{(0)}(\bar{\omega}_1, \bar{\omega}_2) = \sum_{mnkl} \int_{0}^{\infty} \int_{0}^{\infty} W_{mn}(\tau - \tau', \bar{\omega}_1) G_{mn,kl}(t_2) \mathcal{D}_{kl}(\tau - t_2, \bar{\omega}_2) \]  

(2.8)

Here $\bar{\omega}_1$ ($\bar{\omega}_2$) are the pump (probe) carrier frequencies and $\tau$ is the pump/probe delay period. $\mathcal{D}_{kl}$ is the doorway wave packet, representing the exciton density matrix prepared by the pump. $W_{mn}$ is the window wave packet created from the ground, the one-, and the two-exciton states, by two interactions with the probe. $G^{(N)}$ represents the propagation of the doorway wave packet during the delay period between pump and probe.

This representation provides an intuitive physical description that separates the process into a preparation, propagation, and detection of the excitonic wave packet. The doorway wave packet is the reduced one-exciton density matrix containing the initially prepared exciton populations and coherences. The signal is given by the Liouville space overlap of this wave packet, propagated for the delay period, with the window. The bleach signal comes from the hole—hole overlap in the ground state, and stimulated emission and excited-state absorption come from particle—particle overlap in the excited state.

The derivation of eq 2.8 starts with the basic expression for the nonlinear response function presented in Appendix A. It is given in terms of the one-exciton Green function, $G(\omega)$, the exciton—exciton scattering matrix, $\bar{\Gamma}(\omega)$, and the density matrix propagator, $G^{(N)}(t)$. $\bar{\Gamma}$ is given in Appendix B. Closed expressions for $G^{(N)}$ are derived in Appendix C using the Redfield superoperator in Liouville space. The doorway—window form eq 2.8 is then derived in Appendix D, and the pump and the probe pulses are expressed in terms of their Wigner spectrograms in Appendix E.

The calculations are simplified considerably in the snapshot limit where the laser pulses are short compared with the exciton dynamics time scale and long compared with the electronic dephasing time scale.2,6,17 In this limit we can assume the pulses to be monochromatic and very short in the time domain, and the doorway and the window become simpler, since the time integrations in eq 2.8 can be carried out. The pump—probe signal then assumes the form

\[S_{pp}^{(0)}(\bar{\omega}_1, \tau; \bar{\omega}_2) = \sum_{mnkl} W_{mn}^{(0)}(\bar{\omega}_2) G_{mn,kl}^{(N)}(\tau) \mathcal{D}_{kl}^{(0)}(\bar{\omega}_1) \]  

(2.9)

where all snapshot quantities, labeled by a 0 superscript, are defined in Appendix F. The numerical calculation presented below are made in the snapshot limit.

III. Numerical Results and Discussion

We have computed the pump—probe spectrum of a linear model aggregate made of five identical chromophores with first excited state energy $\omega^{(1)} = 1.5$ eV and all transition dipoles in a head-to-tail arrangement along the aggregate axis. We assumed $\Delta_e = 0.1$ eV, $\mu_n = 1$, and $\kappa_n = 0.7$ for all five molecules22 (see Figure 1).

The overdamped Brownian oscillator model for the bath was used for computing the Redfield matrix, with the following approximations: We assume that the various chromophores are coupled to identical and uncorrelated baths and that each chromophore is only coupled to a single collective bath coordinate. The resulting Redfield relaxation superoperator is given in Appendix C. This model contains two parameters: the nuclear relaxation time scale, $\Lambda^{-1}$, and the exciton—phonon coupling strength, $\lambda$. Their ratio, $\Delta/\lambda$, has to be greater than 1 in order for the Redfield theory to apply. Room temperature, $T = 300$ K, is assumed in all calculations.

This model has a one-exciton manifold with three allowed states separated by two forbidden states. The one-exciton energies (in eV) are 1.413, 1.450, 1.500, 1.550, and 1.587. The linear absorption spectrum is shown in Figure 2. The lowest
one-exciton state carries most of the transition dipole strength. The lowest, third, and fifth exciton states carry approximately 92.4%, 7.0%, and 0.5%, respectively, of the oscillator strength. The second and fourth states are dark. The transient pump-probe absorption spectra consist of photobleaching (PB), stimulated emission (SE), and excited-state absorption (ESA). The PB and SE arise from the depletion of the ground state and populating the one-exciton states, whereas the ESA comes from the transition from the one-exciton to the two-exciton manifold. These two contributions are close in frequency owing to the nearly harmonic chromophore level structure. In the SOS calculations these contributions are calculated separately. In the present formulation, they are lumped together and computational cost is greatly reduced since we avoid the explicit calculation of the two-exciton eigenstates and their transition dipole elements.

The pump-probe spectra for six time delays when the pump is tuned to the highest one-exciton state are shown in Figure 3. We see PB from the two lowest allowed one-exciton states; the third is too weak to be clearly visible on this scale. The positive ESA contribution to the signal originates from the different one-exciton states. Initially we excite the highest one-exciton level, and the exciton wave packet is nonthermal. The higher exciton levels have a large population, as is clearly visible in the ESA. As the time delay increases, the ESA decays owing to population relaxation toward thermal equilibrium, and the coherences dephase. The ground-state PB does not change with time, since molecules have been excited from the common ground state to the one-exciton manifold. The apparent difference in PB signal in the vicinity of the second lowest level (~1.5 eV) reflects the decay of ESA owing to the thermalization of the exciton-state population. Finally, the long-time spectra represent the thermalized DM.

We have further calculated the propagated doorway wave packet in the exciton basis

$$N_{\alpha\beta}(t) \equiv \sum_{\gamma\delta} G_{\alpha\gamma,\beta\delta}(t_2) D_{\gamma\delta}^{(0)}(t - t_2, \omega_i)$$

(3.1)

In Figure 4 we display the absolute values of $N_{\alpha\beta}(t)$ as a function of time delay, corresponding to the pump-probe spectra shown in Figure 3. The exciton wave packet contains populations of all allowed states and strong coherences (i.e., off-diagonal DM elements) between these states. Panel A in the top left corner displays the exciton wave packet at short time delay (1 ps). At longer times (panels B–E), we see how the coherences dephase and vanish, while the populations relax toward the lowest one-exciton state. The coherences dephase on a faster time scale compared to population relaxation, and exciton-phonon coupling further populates the optically forbidden states. The last two panels show that at long times the propagated density matrix (panel E) reaches thermal equilibrium (panel F). Initially the pump pulse creates a nonequilibrium doorway wave packet that is propagated using the Redfield relaxation operator leading eventually to a diagonal density matrix with Boltzmann distributed populations. The time evolution of the absolute magnitude of the various matrix elements of the doorway wave packet of Figure 4 normalized to a unit trace is displayed in Figure 5. The off-diagonal and diagonal elements are shown in panels A and B, respectively. We note that $N_{13}$ and $N_{35}$ dephase much faster than $N_{15}$.

In summary, the sequential pump-probe signal of the molecular aggregate was expressed in the doorway-window representation. Linear absorption, pump-probe transient absorption spectra, and the time-dependent density matrix were presented and analyzed for a model system.

Acknowledgment. The support of the National Science Foundation is gratefully acknowledged. M.D would thanks the Royal Physiografic Society in Lund, Sweden, and the Sweden-America Foundation for his fellowship.
Appendix A. Green Function Expression for the Pump–Probe Signal

In the pump–probe technique the electric field is given by

$$E(t) = E_1(t) \exp(-i\omega_1 t) + E_2(t - \tau) \exp(-i\omega_2 t) + \text{c.c.}$$

(A1)

with the pump–pulse envelope $E_1(t)$ centered around $t = 0$, and the probe–pulse envelope $E_2(t - \tau)$ centered around $t = \tau$. The corresponding carrier frequencies are $\omega_1$ and $\omega_2$, respectively.

The pump–probe signal $S_{pp}$ can be written in terms of the probe field $E_2(t)$ and the third-order polarization $P^{(3)}(t)$ (ref 2)

$$S_{pp}(\tau, \omega_2) = \text{Re} \int_{-\infty}^{\infty} dt \int_{0}^{\infty} dt_2 \int_{0}^{\infty} dt_1 R(t_3, t_2, t_1) E(t - t_3)$$

$$E(t - t_3 - t_2) E(t - t_3 - t_2 - t_1)$$

(A3)

where $R(t_3, t_2, t_1) = R_1^I(t_3, t_2, t_1) + R_2^I(t_3, t_2, t_1)$, with (ref 3)

$$R^I_1(t_3, t_2, t_1) = 2 \sum \mu \mu' \mu'' \int_0^{\infty} dt'' \int_0^{\infty} dt''' G_{\mu'}(t'')$$

$$G_{\mu'}(t''', t_3 + t_2 - t') G_{\mu''}(t_1) + \text{c.c.}$$

(A4)

and

$$R^I_2(t_3, t_2, t_1) = 2 \sum \mu \mu' \mu'' \int_0^{\infty} dt'' \int_0^{\infty} dt''' G_{\mu'}(t'')$$

$$G_{\mu'}(t''', t_3 - t') G_{\mu''}(t_1 + t_2 - t'') G_{\mu''}(t_1) + \text{c.c.}$$

(A5)

The two contributions (Eqs A4 and A5) correspond to the left and right Feynman diagrams given in Figure 6, respectively.

Figure 6. Feynman diagrams representing the sequential pump–probe spectrum with well-separated pulses: left diagram eq A4; right diagram, eq A5. See ref 3 for notation.

The one-exciton Green function representing the propagator of the exciton variables $\langle \tilde{B} \rangle$ is defined as

$$G_{\mu \nu}(t, t') = i\theta(t - t') \langle \tilde{B} e^{-iH_0(t-t')} | \tilde{B} \rangle$$

(A6)

or equivalently in the frequency domain (after a Fourier transform)

$$G_{\mu \nu}(\omega) = -\sum_{\alpha} \frac{q_{\alpha}(m) q_{\alpha}(n)}{\omega - \epsilon_{\alpha} + i\Gamma}$$

(A7)

where $\Gamma$ is the exciton dephasing rate.

The auxiliary $T$ function related to the exciton–exciton scattering matrix is calculated in Appendix B.

Appendix B. The Exciton–Exciton Scattering Matrix

In this Appendix we present expressions for the exciton scattering matrix $\tilde{\Gamma}_{\mu \nu}^{\text{pp}}$ has the form\(^{23}\)

$$\tilde{\Gamma}_{\mu \nu}^{(0)}(\omega + \tilde{\epsilon}_{\gamma}) = \delta_{\mu \nu} \bar{G}_{\mu \nu}^{(0)}(\omega + \tilde{\epsilon}_{\gamma})$$

(B1)

with

$$\bar{G}_{\mu \nu}^{(0)}(\omega + \tilde{\epsilon}_{\gamma}) = [F(\omega + \tilde{\epsilon}_{\gamma})]^{-1} \left[ \tilde{\Gamma}(\omega + \tilde{\epsilon}_{\gamma}) + g_{\mu \nu} \omega^2 - 2\hbar(\omega + \tilde{\epsilon}_{\gamma}) \right]$$

(B2)

and the unperturbed two-exciton Green function

$$\bar{G}_{\mu \nu}^{(2)}(\omega + \tilde{\epsilon}_{\gamma}) = 1$$

(B4)

The $T$ function in eq A4 is defined as

$$T_{\mu \nu \gamma \delta}(\tau'' - \tau') = T_{\mu \nu \gamma \delta}(\tau'' - \tau') \left[ \tilde{\Gamma}_{\mu \nu \gamma \delta}(\tau'' - \tau') \bar{G}_{\mu \nu}^{(2)}(\tau'' - \tau') \right]$$

(B5)

where $\tilde{\Gamma}(\tau'' - \tau')$ is the exciton–exciton scattering matrix and $G^{(2)}(\tau'' - \tau')$ the complex conjugated one-exciton Green function.

Owing to the localized form of the commutation relations for the exciton creation (annihilation) operators, eq 2.3, the scat-
tering matrix, \( \bar{\Gamma} \), can be expressed as an \( N \times N \) matrix instead of as a tetradic \( N^2 \times N^2 \)

\[
T_{\gamma \gamma'}(t'' - t') = \delta_{\gamma \gamma'} T_{\gamma \gamma}(t'' - t') \tag{B6}
\]

where we have introduced the following compact notation

\[
T_{\gamma \gamma}(t'' - t') = \bar{\Gamma}_{\gamma \gamma}(t'' - t') \Gamma_{\gamma \gamma}(t'' - t') \tag{B7}
\]

The scattering matrix enters the window wave packet through the auxiliary function, \( T(\omega) \), defined as the product of the scattering matrix, \( \bar{\Gamma} \), and the one-exciton Green, \( G \)

\[
T_{\gamma \gamma}(t'' - t') \equiv \bar{\Gamma}_{\gamma \gamma}(t'' - t') \Gamma_{\gamma \gamma}(t'' - t') \tag{B8}
\]

This can be written in frequency domain as a convolution

\[
T_{\gamma \gamma}(\omega) = \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi i} \bar{\Gamma}_{\gamma \gamma}(\omega_2 + \omega') \Gamma_{\gamma \gamma}(\omega_2 + \bar{\omega}) \tag{B9}
\]

All the poles of the scattering matrix are in the lower half of the complex plane, while the complex conjugated one-exciton Green function has its poles in the upper half. Using the theorem of residues and closing the contour in the upper half-plane, we obtain

\[
T_{\gamma \gamma}(\omega) = \sum_{\gamma'} \varphi_{\gamma'}(j) \varphi_{\gamma'}(j') \bar{\Gamma}_{\gamma \gamma}(\omega_2 + \bar{\omega}) \tag{B10}
\]

where \( \bar{\omega} = \omega_2 + i\Gamma \) are the poles of the Green function.

Equation B10 is the final expression for the auxiliary function, used in computing the window wave packet, eqs D13 and D14.

**Appendix C. The Redfield Relaxation Superoperator**

The Green function \( G^{(N)} \) is obtained by solving the Redfield equation. This Green function propagates the doorway wave packet from the initial preparation, through the time delay \( t_2 \), to the instant when the system interacts with the probe pulse.

The exciton–phonon interaction is taken into account, to second order using a projection operator technique and tracing over the bath coordinates.\(^3\) This results in a set of equations for the coupled variables whose formal solution yields the relaxation superoperators for the corresponding exciton variables (for a detailed derivation see ref 3). The reduced equation of motion for the density matrix, in the one-exciton basis

\[
\frac{dN_{\alpha \beta}(t)}{dt} = -i \omega_{\alpha \beta} N_{\alpha \beta}(t) - \sum_{\gamma \delta} R_{\alpha \beta \gamma \delta} N_{\gamma \delta}(t) \tag{C1}
\]

where \( \omega_{\alpha \beta} = (\epsilon_{\alpha} - \epsilon_{\beta}) \), has the formal solution\(^{11} \)

\[ N(t) = G^{(N)}(t) N(0) \]

We next transform the Green function for the exciton variables, \( N \), from the exciton to the molecular basis

\[
G_{mnkl}^{(N)}(t) = \sum_{\alpha \beta \gamma \delta} \varphi_{\alpha}(m) \varphi_{\beta}(n) \varphi_{\gamma}(k) \varphi_{\delta}(l) G_{mn\gamma \delta}(t) \tag{C2}
\]

In our earlier work,\(^3,6\) we have represented the Green function \( G^{(N)} \) in terms of its irreducible part \( \bar{G}_{mnkl}(t) \)

\[
G_{mnkl}^{(N)}(t) = G_{mk}(t) G_{nj}(t) + \bar{G}_{mnkl}(t) \tag{C3}
\]

However, in the sequential contribution considered here the pulse separation is larger than the dephasing time, the first term in the right-hand side of eq C3 vanishes, and we can replace \( G \) by \( G^{(N)} \).

Introducing the set of collective bath coordinates

\[
\tilde{q}_{m} = \sum_{\gamma} m_{\alpha \gamma} \delta_{\alpha \gamma} \tilde{Q}_{m\gamma \alpha} + J_{mn\gamma} \tilde{q}_{\gamma} \tag{C4}
\]

the spectral density is defined as the Fourier transform of the correlation function of collective coordinates\(^{16} \)

\[
C_{mn\gamma \delta}(\omega) = \int_{-\infty}^{\infty} dt \exp(i\omega \tau) \langle [\tilde{q}_{m}(t), \tilde{q}_{\gamma}(0)] \rangle \tag{C5}
\]

We adopt the following simple model for the relaxation. Each chromophore has its own heat bath with one collective bath coordinate, and the various collective coordinates are completely uncorrelated. We further assume that these baths have identical spectral densities, implying a single exciton–phonon coupling constant \( \lambda \), instead of a set of \( \lambda_{\alpha \beta} \). We then have for the spectral density \( C_{mn\gamma \delta}(\omega) = \delta_{\alpha \gamma} \delta_{\beta \delta} \delta_{mn} C_{(\omega)}(\omega) \), where \( C_{(\omega)}(\omega) = C_{mnmn}(\omega) \). The phonon Green function\(^3\) can be written in the exciton basis

\[
M_{\alpha \beta \gamma \delta}(t) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} C_{\alpha \beta \gamma \delta}(\omega) \left[ \cosh(\omega \tau/2kT) \cos(\omega \tau) - i \sin(\omega \tau) \right] \tag{C6}
\]

where

\[
C_{\alpha \beta \gamma \delta}(\omega) = \sum_{mn} \varphi_{\alpha}(m) \varphi_{\beta}(n) \varphi_{\gamma}(k) \varphi_{\delta}(l) C_{mn\gamma \delta}(\omega) \tag{C7}
\]

We next assume the spectral density of a single strongly overdamped Brownian oscillator\(^{2,4} \)

\[
C_{(\omega)}(\omega) = 2\lambda - \frac{\lambda\omega}{\lambda^2 + \omega^2} \tag{C8}
\]

where \( \lambda^{-1} \) is the nuclear relaxation time.

The phonon Green function can then be expressed as\(^2\)

\[
M_{\alpha \beta \gamma \delta}(t) = \Psi_{\alpha \beta \gamma \delta}(t) \tag{C9}
\]

and

\[
\Psi_{\alpha \beta \gamma \delta}(t) = \sum_{m \gamma} \varphi_{\alpha}(m) \varphi_{\beta}(m) \varphi_{\gamma}(m) \varphi_{\delta}(m) \tag{C10}
\]

\[ \Lambda(t) = \Lambda \left[ \cosh \left( \frac{\Lambda}{2kT} \right) \exp(-\Lambda t) + 4kT \sum_{n=1}^{\infty} \frac{v_n \exp(-v_n \tau)}{v_n - \Lambda^2} - i \exp(-\Lambda t) \right] \tag{C11} \]

where \( v_n = 2\pi nkT \) are the Matsubara frequencies.

For this model, the Redfield tensor is given by

\[
\bar{R}_{\alpha \beta \gamma \delta} = \int_{0}^{\infty} R_{\alpha \beta \gamma \delta}(t) \exp(i\omega t) \, dt \tag{C12}
\]

where \( \omega_{\alpha \beta} = \epsilon_{\alpha} - \epsilon_{\beta} \), and

\[
R_{\alpha \beta \gamma \delta}(t) = -\sum_{\gamma} \exp(i\omega_{\alpha \gamma} t) M_{\alpha \gamma \delta \gamma}(t) \delta_{\beta \delta} + \exp(i\omega_{\beta \delta} t) M_{\alpha \gamma \delta \delta}(t) \delta_{\alpha \gamma} + \exp(i\omega_{\alpha \beta} t) M_{\gamma \beta \gamma \delta}(t) \delta_{\alpha \delta} \tag{C13}
\]
The Redfield tensor is finally given by \( \bar{R}_{\alpha'\beta',\alpha\beta} = R_{\alpha'\beta',\alpha\beta} + R_{\alpha'\beta',\alpha\beta} + R_{\alpha'\beta',\alpha\beta} \) where

\[
R_{\alpha'\beta',\alpha\beta} = -\lambda \sum_{\gamma} \Psi_{\gamma\alpha} \left[ (\cot \frac{\Lambda}{2kT}) - i \right] Y_{\alpha\gamma}(\Lambda) + 4kT \sum_{n=1}^{\infty} \frac{v_n}{v_n - \Lambda^2} Y_{\gamma\gamma}(v_n)
\]

where

\[
\bar{R}_{\alpha'\beta',\alpha\beta} = \lambda \Lambda \Psi_{\alpha'\beta'} \left[ \left( \cot \frac{\Lambda}{2kT} \right) - i \right] Y_{\alpha\alpha}(\Lambda) + 4kT \sum_{n=1}^{\infty} \frac{v_n}{v_n - \Lambda^2} Y_{\beta\beta}(v_n)
\]

\[
\bar{R}_{\alpha'\beta',\alpha\beta} = -\lambda \sum_{\gamma} \Psi_{\beta'\gamma} \left[ (\cot \frac{\Lambda}{2kT}) + i \right] Y_{\gamma\beta}(\Lambda) + 4kT \sum_{n=1}^{\infty} \frac{v_n}{v_n - \Lambda^2} Y_{\alpha\alpha}(v_n)
\]

Here we have introduced the auxiliary function

\[
Y_{\alpha\beta}(Q) \equiv \frac{1}{Q - i\omega_{\alpha\beta}}
\]

It is straightforward to verify that the population part satisfies the necessary physical requirements: conservation of probability

\[
\bar{R}_{\alpha\alpha,\alpha\alpha} = \sum_{\beta} \bar{R}_{\alpha'\beta',\alpha\beta}
\]

and the detailed balance, \( \bar{R}_{\alpha\beta,\beta\alpha}/\bar{R}_{\beta\alpha,\alpha\beta} = \exp[-(\varepsilon_{\alpha} - \varepsilon_{\beta})/kT] \).

The Green function for the exciton density matrix, \( G^{(N)}(t_2) \) in eq 2.8, was calculated by solving eq C1 using eq C14 together with eq C3.

### Appendix D. The doorway–window representation

In this Appendix we derive the DW representation for the pump–probe signal. Equation (A2) may be recast in the doorway window representation, similar to the time- and frequency-gated fluorescence. To that end we first shift the time origin from the generation of the signal field at the end of the third time interval to the first interaction with the probe field, at the end of the second time interval (see Feynman diagrams in Figure 5). This amounts to changing \( t' \) to \( t_3 - t' \) and \( t'' \) to \( t_3 - t'' \), and we obtain:

\[
R_{1}(t_3, t_2, t_1) = 2 \sum_{\mu'\mu} \mu' \chi_{\mu'} \int_{0}^{\infty} dt' \int_{0}^{\infty} dt'' G_{\alpha\beta}(t_3 - t'') T_{\mu'\mu} G_{\gamma\delta}(t'' - t') G_{r\gamma}(t') \bar{G}_{r\delta}(t_2 + t'') G_{\delta\gamma}(t_1) \) (D1)

\[
R_{2}(t_3, t_2, t_1) = 2 \sum_{\mu'\mu} \mu' \chi_{\mu'} \int_{0}^{\infty} dt' \int_{0}^{\infty} dt'' G_{\alpha\beta}(t_3 - t'') T_{\mu'\mu} G_{\gamma\delta}(t'' - t') G_{r\gamma}(t') \bar{G}_{r\delta}(t_2 + t'') G_{\delta\gamma}(t_1) \) (D2)

Using the exact relation

\[
G^{(N)}_{\alpha\beta}(t_2 + t'') = \sum_{\alpha'\beta'} G^{(N)}_{\alpha'\beta'}(t') G^{(N)}_{\beta'\alpha}(t'' - t')
\]

we can separate the signal into a doorway (D), a propagation part, and a window (W)

\[
S_{\alpha\beta}(t_4 - t_2, \bar{\omega}_2) = \sum_{\alpha \beta kl} \int_{-\infty}^{\infty} dt_3 \int_{-\infty}^{\infty} dt_1 W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_2) G^{(N)}_{\alpha\beta,kl}(t_2) D_{\alpha\beta}(t_4 - t_2, \bar{\omega}_1)
\]

The doorway wave packet reads

\[
D_{\alpha\beta}(t_4 - t_2, \bar{\omega}_1) = D_{\beta\alpha}(t_4 - t_2, \bar{\omega}_1) + D_{\alpha\beta}(t_4 - t_2, \bar{\omega}_1)
\]

which guarantees the hermiticity of the doorway wave packet. The window wave packet is given by

\[
W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_1) = W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_2) + W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_2)
\]

with

\[
W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_1) = [W_{\alpha\beta,kl}(t_4 - t_2, \bar{\omega}_2)]^\dagger
\]

The left and the right components of the doorway and window functions can be expressed in terms of their snapshot limit counterparts \( D_{0\alpha\alpha}^{kl} \) and \( W_{0\alpha\alpha}^{kl} \) and the spectrograms \( F_\alpha \) and \( I_\alpha \), with \( \alpha = L, R \). These expressions have a similar form

\[
D_{\alpha}(t_4 - t_2, \bar{\omega}_1) = \int_{0}^{\infty} dt_3 \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} D_{\alpha}(t_4 - t_2, \bar{\omega}_1) \exp(i\omega_{\alpha\beta}t_1)
\]

\[
W_{\alpha}(t_4 - t_2, \bar{\omega}_1) = \int_{0}^{\infty} dt_3 \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} W_{\alpha}(t_4 - t_2, \bar{\omega}_1) \exp(i\omega_{\alpha\beta}t_1)
\]

with \( \alpha = L, R \) and \( s_L = -s_R = 1 \).

The doorway and the window are written in terms of \( G, G^{(N)} \), and \( T \)

\[
D_{0\alpha\beta,kl}(t_4) = \sum_{\mu} \mu \chi_{\mu} G_{\mu\beta}(t_4)
\]

\[
D_{0\alpha\beta,kl}(t_4) = \sum_{\mu} \mu \chi_{\mu} G_{\mu\beta}(t_4)
\]

and

\[
W_{0\alpha\beta,kl}(t_4) = \sum_{\mu} \mu \chi_{\mu} \int_{0}^{\infty} dt' \int_{0}^{\infty} dt'' G_{\mu\beta}(t_3 - t'') T_{\mu\mu} G_{\mu\beta}(t'' - t') G_{\mu\beta}(t_4 - t')
\]

\[
T_{\mu\mu} G_{\mu\beta}(t'' - t') G_{\mu\beta}(t_4 - t')
\]

(D13)
Appendix E. Wigner Spectrograms for the Laser Fields

In this Appendix we introduce the Wigner spectrograms for the pump and the probe fields. We start with the correlation function of the pump field amplitudes

\[ I(\tau' - \tau'') \equiv \langle E(\tau') E^*(\tau'') \rangle \] (E1)

Using this correlation function, we can represent the pump in terms of the following right, left, and Wigner spectrograms:

\[ I_R(\tau, \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) I(\tau, \tau + t) \] (E2)

\[ I_L(\tau', \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) I(\tau' - t, \tau') \] (E3)

\[ I_W(\tau_+, \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) I(\tau_+ - t/2, \tau_+ + t/2) \] (E4)

Similarly, we introduce a correlation function of the probe field

\[ F(\tau', \tau'') \equiv \langle E(\tau') E^*(\tau'') \rangle \] (E5)

and the corresponding spectrograms

\[ F_R(\tau; \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) F(\tau, \tau + t) \] (E6)

\[ F_L(\tau'; \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) F(\tau' - t, \tau') \] (E7)

\[ F_W(\tau_+; \omega) = \int_{-\infty}^{\infty} \text{d}t \exp(i\omega t) F(\tau_+ - t/2, \tau_+ + t/2) \] (E8)

These definitions are used in eqs D9 and D10.

Appendix F. The Snapshot Limit for the Pump–Probe Signal

In this Appendix we present the expressions for the doorway and window functions in the snapshot limit, obtained by setting

\[ I_s(\tau' - \tau, \omega_1 - \omega_1) = \delta(\tau' - \tau) \delta(\omega_1 - \omega_1) \] (F1)

References and Notes


(22) As outlined in ref 3, there is a freedom in the choice of the parameter \( \kappa_m \) in eq 2.3, which reflects a freedom of choice of the basic quantum variables (i.e., the operators \( \hat{B}_m, \hat{B}^+_m \)). It has been shown in ref 3 that the most convenient choice of \( \kappa_m \) corresponds to the situation when the molecular dipole operator is linear in the \( \hat{B}_m, \hat{B}^+_m \) operators. In this case \( \kappa_m \) is given by the ratio of the \( |1\rangle \rightarrow |2\rangle \) and \( |0\rangle \rightarrow |1\rangle \) transition dipoles.