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■ Abstract Femtosecond visible and infrared analogues of multiple-pulse nuclear
magnetic resonance techniques provide novel snapshot probes into the structure and
electronic and vibrational dynamics of complex molecular assemblies such as pho-
tosynthetic antennae, proteins, and hydrogen-bonded liquids. A classical-oscillator
description of these spectroscopies in terms of interacting quasiparticles (rather than
transitions among global eigenstates) is developed and sets the stage for designing
new pulse sequences and inverting the multidimensional signals to yield molecular
structures. Considerable computational advantages and a clear physical insight into
the origin of the response and the relevant coherence sizes are provided by a real-space
analysis of the underlying coherence-transfer pathways in Liouville space.

INTRODUCTION

Spectroscopic techniques based on the application of sequences of carefully shaped
and timed femtosecond pulses provide a novel multidimensional view of molecular
structure as well as vibrational and electronic motions, interactions, and relaxation
processes (1, 2). Conventional spectroscopies such as linear absorption and spon-
taneous and coherent Raman give a one-dimensional (1D) projection of molecular
interactions onto a single-frequency (or time) axis. For simple molecules with well-
separated eigenstates this provides direct information on energy levels and their
oscillator strengths. The situation is different in complex molecules with strongly
congested levels. Here the microscopic information is highly averaged and is of-
ten totally buried under broad, featureless line shapes, whose precise interpretation
remains a mystery.

Recent advances in pulse-shaping techniques (3–10a) make it possible to vary
the envelopes, polarization directions, durations, and time intervals, to tune the
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frequencies, and even to control the phases of optical pulses. By scanning these
various parameters it is possible to custom design a multiple-pulse technique for
a specific application (as is routinely done in nuclear magnetic resonance NMR)
(11–13). Displaying the signal obtained by varyingn parameters results inn-
dimensional correlation plots, which form the basis ofnD spectroscopies. One
option is to varyn time-intervals between short pulses, but any other choice of
parameters is possible. Spreading the spectroscopic information in more than one
dimension helps resolve congested spectra, selectively eliminates certain static
broadening mechanisms, and provides ultrafast structural and dynamical informa-
tion unavailable from 1D measurements.

Multidimensional spectroscopies provide a wealth of information. The inten-
sities and profiles of new peaks give a direct signature of molecular structure
(distances between chromophores) and dynamics (the spectral density of the chro-
mophores’ environments). These techniques may be developed into a standard
diagnostic tool to investigate hydrogen-bonded complexes, molecular liquids, the
secondary and tertiary structure of polypeptides, protein folding, and chromophore
aggregates. Multiple pulse techniques have the capacity to prepare electronic and
vibrational degrees of freedom in nonequilibrium states and monitor their subse-
quent dynamics, yielding femtosecond snapshots of dynamical processes, vibra-
tional and electronic energy transfer pathways, charge transfer, photoisomeriza-
tion, and chemical reactions. The observation of cross peaks and the analysis of
their magnitudes and line shapes provide extremely powerful microscopic probes
of local environments. The various possible techniques may be systematically
classified and described using Liouville space pathways (1), which represent the
relevant sequences of population and coherence periods that dominate the multiple-
pulse nonlinear optical response of complex molecules. Experiments performed
on a single chromophore coupled to a bath probe purely nuclear response and sol-
vation. The multimode Brownian oscillator model commonly used in the analysis
of such measurements has been reviewed (14) and is not discussed. 2D vibrational
Raman spectroscopy was first proposed by Loring & Mukamel (15) as an extension
of coherent Raman 1D techniques. 2D vibrational Raman techniques have been
reviewed recently (16) and are not considered here.

In this review we discuss the design and interpretation ofnD measurements
in systems of coupled localized electronic or vibrational chromophores. The fun-
damental theoretical concepts underlying these techniques and their systematic
interpretation and the information content of various experimental configurations
are classified and compared. A direct attempt to compute optical excitations in
large molecules and aggregates seems like a hopeless task because computing the
global eigenstates involves a complex many-body problem and requires a massive
numerical effort. Moreover, even if such calculations could be carried out, they
usually do not provide much physical insight because of the large number of in-
terfering contributions. These difficulties can be overcome by making a radical
change of view: Rather than following the dynamics of the actual particles (elec-
trons and nuclei), we reformulate the problem in terms of new fictitious quasipar-
ticles representing collective elementary excitations. The optical response is then
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attributed to couplings, scattering, and dephasing of these quasiparticles. The quasi-
particles are weakly interacting, and in practice in typical applications it is sufficient
to consider only a few of them. We thus obtain a computationally affordable al-
gorithm that lends itself easily to physical insight. The celebrated Lorentz model
of the electron that describes the linear response using a Drude-oscillator is an
example of a quasiparticle (1). A systematic extension of this model to nonlin-
ear spectroscopy, which provides a rigorous quasiparticle picture, is given by
the nonlinear exciton equations (NEE), which are described and applied in this
review.

We consider a model that applies to two classes of systems: (a) electronic
(visible) excitations in molecular aggregates (17) such asJ aggregates (18, 19)
or the photosynthetic reaction center (20) and antenna complexes (21–24);
(b) vibrational (infrared) excitations of coupled, localized high-frequency modes,
for example the amide I band in proteins and polypeptides that originates from
the stretching motion of theC==O bond (coupled to in-phaseN H bending
andC H stretching) (25–31), or hydrogen-bonded complexes and liquid water
(32–39). 1D spectroscopy in both types of systems yields a few broadened features
that depend on numerous factors, such as intermolecular couplings, exciton local-
ization, disorder, and coupling to phonons. It is impossible to pinpoint these various
factors unambiguously using the limited information provided by 1D lineshapes.
Optical excitations of coupled chromophores can be separated into manifolds with
different numbers of excitons (Figure 1A) (17, 40–42a). Femtosecond techniques
can probe the entire manifolds of states in a single measurement and 2D plots then
reveal the correlations between the various chromophores. A variety of ultrafast
nonlinear spectroscopic techniques, such as pump probe, photon echo, and hole
burning applied to molecular aggregates, provide direct signatures of the exciton
structure and energy migration (43–49).

One of the pressing issues in the study of chromophore aggregates is whether
the elementary optical excitations are localized on a few molecules or delocal-
ized across the entire complex. The excitation coherence size is determined by
the interplay of intermolecular couplings and (static as well as dynamic) disorder.
We show that multidimensional techniques reveal a multitude of time-dependent
coherence sizes associated with various dynamical variables, with specific spec-
troscopic signatures.

Multidimensional coherent spectroscopies are commonly used in multiple-
pulse NMR to disentangle complex spectra of many interacting spins by spreading
them along several time (or frequency) axes (11–13, 50–52b). The advent of fem-
tosecond laser pulses has made it possible to apply similar concepts in the optical
regime. Despite the similarity, the resulting information is different and comple-
mentary. In 2D NMR, radiowave pulses act on nuclear spins, the timescales are
milliseconds or longer, and spin-spin correlation functions are being probed. Sim-
ilarly, 2D electron spin resonance applies microwave pulses to electronic spins
(53–53b). Multidimensional microwave techniques have also been used to study
molecular rotations (54, 54a). Vibrational spectroscopy probes anharmonicities
using either infrared or visible pulses (Raman) whereas electronic spectroscopy
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Figure 1 (A) Level scheme of a molecular aggregate. Shown is the ground state|g〉, the single-
exciton|e〉, and the two-exciton| f 〉 manifolds. (B) Pulse sequence in a three-pulse experiment.
(C) Double-sided Feynman diagrams representing the Liouville space pathways contributing to
the third-order response ofA in the rotating wave approximation. Eachcolumnshows the diagrams
contributing to a four-wave mixing signal in a distinct directionks, as indicated. The rotating wave
approximation does not permit a signal in the fourth possible wavevectorks = k1 + k2 + k3.
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uses ultraviolet or visible pulses to probe electronic dynamics on the femtosecond
timescale (2, 55–60a). These techniques could become potentially as powerful
asnD NMR. NMR is too slow to resolve many interesting processes (61), and
a structure determination based on optical pulses could push the time resolution
from milliseconds all the way to femtoseconds. Dynamical events induced by
optical pulses can be directly probed by X-ray pulses (diffraction, absorption, flu-
orescence) which provide femtosecond snapshots of molecular structure without
the restrictions imposed by the dipole selection rules in optical probes (62–64).
Comparison of multidimensional NMR with vibrational and electronic spectro-
scopies will undoubtedly stimulate new experiments and allow insights gained in
one field to be adopted in another. The well-developed machinery of multidimen-
sional NMR may be adapted to optical spectroscopy for probing specific vibrational
and electronic motions and interactions. Multiple-pulse NMR sequences probing
multiple-quantum coherences provide important structural tools because they are
sensitive to geometry and coupling patterns. Infrared and visible techniques have
the potential to become as valuable.

NONLINEAR RESPONSE FUNCTIONS
AND MULTIDIMENSIONAL SIGNALS

Probing electronic and nuclear couplings and dynamics with multidimensional
spectroscopy involves the application ofn well-separated pulses that generate
and manipulate populations and coherences of electronic and vibrational states.
We assume that thejth pulse centered atτ j has an envelopeE j (τ − τ j ), carrier
frequencyω j , and wavevectork j , and that the total field at pointr , E(r , t) is given
by

E(r , τ ) =
n∑

j=1

[E j (τ − τ j ) exp(i k j r − iω j τ)+ E∗j (τ − τ j ) exp(−i k j r + iω j τ)].

1.

The induced polarization (and the signal field) is altogethernth order in the applied
fields

P(n)(r , t) =
∫ ∞

0
dt1 . . .

∫ ∞
0

dtn R(n)(tn, . . . , t1)

× E(r , t − tn) . . . E(r , t − t1 . . .− tn). 2.

Optical pulses are controlled by many parameters (5, 6, 65). In the following
we assume that the pulses are very short (impulsive) compared with all relevant
molecular timescales, allowing the independent control of then time intervals
(t1, t2, . . . tn). Forn = 3, the excitation pulses come at timesτ1 = t − t1− t2− t3,
τ2 = t − t2 − t3, andτ3 = t − t3, wheret1, t2, are the delay times between the
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pulses andt3 is the delay time between the last excitation pulse and the actual timet
when the signal is measured (see Figure 1B) (controlling the lasttn interval requires
an additional gating device or heterodyne detection). The microscopic information
carried by the signal is given by the response functionR(n), which constitutes an
n-dimensional(nD) spectroscopy.R(n) can in turn be expressed as combinations
of n+ 1 order correlation functions of the dipole operator (1)

R(1)(t1) =
(

i

h̄

)
〈[µ(t1), µ(0)]〉;

R(2)(t2, t1) =
(

i

h̄

)2

〈[µ(t2+ t1), [µ(t1), µ(0)]] 〉;
3.

and so forth. Here the time evolution of the dipoleµ(t) is given by the free
molecular Hamiltonian (in the absence of the driving fields). The computation and
the interpretation of the response functions is the key in designing new techniques
and extracting the desired information.

Computing a specific signal requires an examination of the dependence of the
phase ofP(n) on positionn. When Equation 1 is substituted in Equation 2, we find
thatP(n)(r , t) generally has several contributions, each depending onr through an
exp(i ks · r) factor where the wavevectorks is one of the 2n possible combina-
tions ks = ±k1± k2 . . .± kn. Each of these contributions, when substituted in
Maxwell’s equations, will generate a distinct signal field in the corresponding
ks direction. This is the case provided the sample is larger than the signal wave-
lengthks

−1, which is typically satisfied in optical measurements. In NMR, the
reverse is true, and the signal lacks directionality. An equivalent information
is obtained then by tuning the phases of the pulses. Phase-matching conditions
connected with the frequency dispersion of the index of refraction may favor some
of these wavevectors and discriminate against others. Each choice ofks also im-
plies a particular combination of field frequenciesωs = ±ω1 ± ω2 . . . ± ωn (see
Equation 1). Consequently, when a particular choice is made, only some of the
contributions toR(n) will be resonant with the fields and make a significant con-
tribution to P(n). The resonant signal is dominated by these contributions. All
other terms are highly oscillatory and may be safely neglected. This is known as
the rotating wave approximation (RWA). For three-pulse(n = 3) spectroscopies
there are eight possible wavevectors for the signal. Only four of them are indepen-
dent becauseks and−ks represent essentially the same technique. It is possible
to derive a universal expression forR(n) which applies for an arbitrary multilevel
system (1). However, the choice of terms that survive the RWA and contribute to
a givenks depends on the specific molecular level scheme and the dipole cou-
plings. For our model aggregate (Figure 1A), we find that only three wavevectors
survive the RWA. The corresponding double-sided Feynman diagrams are shown
in Figure 1C. [See chapter 6 of ref. (1) for the rules for these diagrams.]

The three columns show the 3, 3, and 2 diagrams contributing toks = k1 −
k2+ k3,−k1+ k2+ k3, andk1+ k2− k3, as indicated. The contributions to the
fourth possible wavevectork1+ k2+ k3 are negligible within the RWA. Note that
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four diagrams run over one-exciton states|e〉 only, and the other four include the
two-exciton| f 〉 states as well.

Let us consider a specific choice of a wavevectorks in a three-pulse impulsive
experiment and denote the corresponding RWA response function byRs(t3, t2, t1).
Various detection modes that probe different projections of the third-order response
functionRs(t3, t2, t1)may be employed (1, 2, 7–9, 66–70). The time-gated homo-
dyne signal is given by|Rs(t3, t2, t1)|2. Frequency-dispersed homodyne detection
gives|Rs(ω3, t2, t1)|2, where

Rs(ω3, t2, t1) =
∫

dt3Rs(t3, t2, t1) exp(iω3t3). 4.

The conventional homodyne signal is obtained by integrating the time-gated
signal overt3. These homodyne techniques probe|P(n)(t)|2. However, more elab-
orate detection schemes can detectP(n)(t) itself and thus give the complete electric
field signal (both amplitude and phase). These techniques provide an additional
useful design tool fornD spectroscopies because they yield both real and imag-
inary parts ofRs, rather than merely|Rs|2. This can be achieved by mixing the
signal with an additional phase-locked heterodyne pulse. Both time and frequency
gating configurations have been employed. Other gated detection modes such as
FROG (65) or SPIDER (71) are frequently used to detect the complete electric
field. A convenient way to visualize the signal field is by displaying its Wigner
spectrogram, which is bilinear in the response function (57, 57a, 69, 72)

S(ω3; t3, t2, t1) =
∫

dτR(t3+ τ/2, t2, t1)R∗(t3− τ/2, t2, t1) exp(iω3τ) 5.

and represents the time-dependent spectrum of the field. This provides a clear
representation of the amplitude and phase of the signal. The time-gated (frequency-
dispersed) signals are obtained by integrating the spectrogram over frequency (ω3)
or time (t3). Each pair of dynamical variables of the signalS may be used to
generate a distinct 2D correlation plot. Anω3, t3 plot, for example, shows the
Wigner spectrogram of the signal field.

QUASIPARTICLE (REAL-SPACE) VERSUS EIGENSTATE
(ENERGY-SPACE) PICTURES OF OPTICAL RESPONSE

We consider an aggregate made ofN interacting three-level molecules with tran-
sition frequencies�m and�′m, wherem = 1 . . . N, and transition dipolesµm

andµ′m, respectively (see Figure 2). We assume that these are the only nonva-
nishing matrix elements of the dipole operator. The global states of the aggre-
gate are displayed in Figure 1A. This exciton model represents assemblies of
molecules with nonoverlapping charge distributions such as molecular crystals
(40, 41), photosynthetic complexes (73, 74), supramolecular structures (75, 76),
organic superlattices (77), dendrimers (78–80a), J aggregates (18), and localized
vibrations (25, 26, 29, 30, 30a).
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Figure 2 Mapping of the three-level system (left) onto the excitonic-oscillator (quasipar-
ticle) model (right). 1m = �′m − �m is the anharmonicity parameter.κm represents the
ratio of the two transition dipoles.

The optical response functions may be computed by expanding them in the
molecular eigenstates. The complete set of double-sided Feynman diagrams rep-
resenting the Liouville-space pathways contributing to the third-order response
function of our model aggregate in the RWA are given in Figure 1C. The linear
optical (1D) response usually probes one-exciton states alone, whereas third-order
2D and 3D techniques involve two-exciton states as well. As the degree of nonlin-
earity is increased, successively higher manifolds become accessible. Third order
techniques are useful because the pattern of multiple excitations provides an ex-
tremely sensitive probe for aggregate structure and connectivity of the various
chromophores.

It is possible to describe the aggregate as a supermolecule and compute the
response functions using sums over its global eigenstates, as depicted in Figure 1C
(81–83). These expressions have several limitations. First, they rapidly become
more complex as the aggregate size increases [because there areN one-exciton
states,N(N + 1)/2 two-exciton states, and numerous matrix elements of the
dipole]. Experimental polarizabilities, on the other hand, attain a simple limiting
value for large sizes. Second, they contain very large terms, typically one group
∼N2 and another∼N(N− 1), which almost cancel, resulting in an overall∼N
scaling (84, 85). These arguments suggest that something is ill posed in the eigen-
state representation. It may be used for small systems with sparse, well-resolved
levels. However, it is impractical to describe the dynamics of large aggregates
using their global eigenstates. These states are hard to calculate and carry much
more information than is provided by spectroscopic measurements: A description
in terms of the global states that follows the complete dynamics of electrons and
nuclei is neither feasible nor desirable.
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For these reasons it makes sense to switch to a completely new language that
follows the excitations directly (rather than the global eigenstates). The result-
ing quasiparticleapproach provides an alternative classical anharmonic oscillator
picture of the optical excitations (42, 42a). To develop this collective approach,
we associate with each molecule an anharmonic oscillator degree of freedom [in
some cases it is desirable to assign several oscillators to each molecule (86)] with
fundamental frequency�m and creation (annihilation) operatorsB†m(Bm). We fur-
ther introduce the following parameters:κm≡µ′m/µm denotes the ratio of the two
transition dipoles, and1m=�′m − �m is the anharmonicity. The original model
of interacting three-level molecules with parameters (�m, �′m, µm, µ′m) can thus
be mapped into coupled anharmonic oscillators characterized by the parameters
�m, 1m, µm, andκm (Figure 2). The single-exciton manifold is described by
the HamiltonianH = ∑mn hmnB†mBn, wherehmn= δmnh̄�m + Jmn, and the cou-
plings Jmn among chromophores are small compared with�m. The coupling with
the radiation fieldE(t) is given by−E(t)P, whereP = ∑n µn(Bn + B†n) is the
polarization (dipole) operator.

The nonlinear exciton equations (NEE) provide a powerful quasiparticle frame-
work for the computation and analysis of the nonlinear response andnD spectro-
scopies of excitons (42, 42a). These equations that establish a collective oscillator
picture for exciton dynamics underlying the nonlinear response have been grad-
ually developed over the past few years (84–89). To introduce the quasiparticle
picture, we start with the Heisenberg equation of motion forBm (90),

i
d

dt
〈Bm〉 =

∑
n

hmn〈Bn〉 − µm

h̄
Em(t)+

[
1m −

(
κ2

m − 2
)
�m
]〈B+m BmBm〉

+ (κ2
m − 2

)∑
n

hmn〈B†mBmBn〉 −
(
κ2

m − 2
)µm

h̄
Em(t)〈B†mBm〉. 6.

Here〈. . .〉 denotes a quantum mechanical expectation value. We first note that if
the energy levels of the molecule form a harmonic ladder, then1n = 0,κn =

√
2,

the last three terms in the right-hand side vanish, and Equation 6 becomeslinear.
Consequently, the induced polarization will always be linear in the applied field,
and all nonlinear response functionsR(2), R(3), etc, must vanish identically. This
is the celebrated Lorentz oscillator model for the linear response (1). In the global
states picture, the vanishing of the nonlinear response is a result of a delicate
interference among many Liouville-space pathways. Only when all the terms are
carefully added do they exactly cancel, reflecting a destructive interference of
various nonlinear paths. In contrast, in the equation of motion this interference
is naturally built in from the start, avoiding the computation of spurious almost-
canceling quantities.

Except for the harmonic case, Equation 6 is not closed because〈Bm〉 is coupled
to higher dynamical variables. The NEE supplement Equation 6 by equations for
the additional multi-exciton variables〈Bm〉, 〈BmBn〉, 〈B+m Bn〉, and 〈B+j BmBn〉,
representing single-exciton dynamics, two-exciton dynamics, the exciton density
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matrix, and a three-point exciton-coherence, respectively (42, 42a). These con-
stitute the complete set of dynamical variables required for the microscopic de-
scription of all spectroscopies that depend on the optical field up to third order.
Higher variables including, for example, fourBn factors only enter in higher order
in the field. This can be rationalized as follows. The Frenkel-exciton Hamiltonian
conserves the number of excitations. Nonconserving processes are controlled by
the ratio of intermolecular coupling to the optical frequency, which is typically
small. This simplifies the problem considerably because the spectrum consists of
well-separated groups of energy levels representing single excitations, double exci-
tations, etc, as shown in Figure 1A. Because only the radiation field can change the
number of excitions, we can classify optical techniques according to their power
dependence on the incoming fields, and very few types of electronic excitations
need to be considered at each order. This provides a convenient computational
strategy as well as the basis for an intuitive physical picture. The infinite many-
body hierarchy of dynamical variables is thus rigorously truncated order by order
in the radiation field, allowing an exact calculation of the nonlinear response func-
tions for this model.〈BmBn〉 is responsible for two-exciton resonances, whereas
〈B+m Bn〉 is the exciton density matrix responsible, for example, for fluorescence,
pump-probe, and transient grating spectroscopies. In the notation of Equation 5,
the dynamics of〈Bn〉 is dominant during thet1 and t3 periods whereas〈B+n Bm〉
and 〈Bn Bm〉 represent the evolution duringt2. Nuclear variables are traced out
and incorporated through relaxation superoperators calculated to second order in
exciton-phonon coupling.

The solution of the NEE yields expressions for the optical response in terms
of Green functions representing the free dynamics of the various variables when
the external field is switched off. For example, for the single-exciton variables, we
have

〈Bm(t)〉 =
∑

n

Gmn(t)〈Bn(0)〉. 7.

Similarly we introduce a Green function for the〈BmBn〉 variables that describes
the motion of two excitons and exciton-exciton scattering, and a third Green func-
tion for the exciton density matrix〈B+n Bm〉 that describes incoherent exciton mo-
tion induced by exciton-phonon scattering. The response is represented in terms
of these three Green functions (42, 42a).

The NEE provide a collective nonlinear oscillator picture for exciton dynamics
and the nonlinear response. Optical nonlinearities are generated by the deviations
from the linearly driven harmonic model, which enter through anharmonicities,
nonlinearities in the expansion of the polarization operator in powers of the primary
variables, and the non-boson nature of the primary variables (deviations from
boson statistics). These induce exciton scattering processes, which in turn give
rise to optical nonlinearities.

Expressing the optical response through scattering of quasiparticles (rather than
the more traditional picture of transitions among global eigenstates) immediately
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cures the earlier-discussed problems associated with the global eigenstate picture
and provides an extremely useful physical insight with greatly reduced computa-
tional effort. Moreover, by describing the optical response in real space, it provides
a most natural and intuitive picture, which is particularly suitable for the interpreta-
tion of femtosecond spectroscopies. The solution of the NEE in real space assumes
the form (58, 91–91b)

R(1(t1) =
∑
n,m

(µn · ê2)(µm · ê1)Rnm(t1), 8.

R(3)(t3, t2, t1) =
∑

n,m1,m2,m3

(µn · ê4)
(
µm3 · ê3

)(
µm2 · ê2

)(
µm1 · ê1

)
× Rn,m1,m2,m3(t3, t2, t1). 9.

R(n) is ann + 1 rank tensor whose components represent the possible polar-
ization directions of the various fields. In Equation 9,ê1, ê2, ê3 are unit vectors
denoting the polarization directions of the incoming fields, and the signal field
is polarized alongê4. Equation 9 naturally breaks the signal into two factors.
The product of fourµs is ageometricfactor that depends on the orientations of
the various transition dipoles, whereasRnm1m2m3 represents exciton-dynamics; the
polarization created at a siten, due to fields interacting at them1,m2, andm3 sites.

The merits of the quasiparticle approach may be rationalized by the following
dichotomy: The traditional expansion of the response in delocalized exciton eigen-
states makes sense because the time evolution may be conveniently represented
by these states. However, the expression for the dipole operator that is the window
through which the dynamics is observed is much simpler in real space because it
is a sum over contributions of individual molecules. Consequently, the real-space
picture provides a transparent and computationally superior scheme for complex
systems.

The utility of the NEE equations has been demonstrated by a successful model-
ing of numerousnD measurements in photosynthetic antenna complexes (73–73b).
These include absorption, fluorescence depolarization and time-resolved Stokes
shift, cooperative spontaneous emission (superradiance), hole burning, and pump
probe.

LIOUVILLE-SPACE PATHWAYS AND CROSS PEAKS
FOR COUPLED CHROMOPHORES

To demonstrate how multidimensional spectroscopy works and how it may be
used to extract information about structure and coupling patterns of interacting
chromophores, we present 2D signals computed using third-order (R(3)) techniques
(Figure 1) where two out of the three pulses (denotedk andk ′ ) coincide in time.
Four such techniques that satisfy the RWA are possible (Figure 3): (a) photon echo
(PE)ks = k′2+ k2− k1, wherek1 refers to the first pulse andk′2 andk2 represent
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Figure 3 Pulse sequences for two-dimensional three-pulse techniques. (A) The single
pulse comes first, followed by the pulse pairks = k′2 + k2 − k1 (photon echo), and
ks = −k′2 + k2 + k1 (reverse transient grating). (B) The pulse pair comes first, followed
by the single pulseks = −k2 + k′1 + k1 (reverse photon echo), andks = k2 − k′1 + k1
(transient grating).

the second and third pulses; (b) the reverse PE (RPE)ks = −k2+ k′1+ k1, where
the pulse-time ordering is reversed; (c) transient grating (TG)ks = k2− k′1+ k1;
and (d) reverse TG (RTG)ks = −k′2+k2−k1. These techniques are special cases
of the diagrams of Figure 1: The PE is given by themiddle columnwith t2 = 0;
the RPE is represented by theright columnwith t1 = 0; the TG is given by theleft
and themiddle columnswith t1 = 0; and the RTG is given by theleft and theright
columnswith t2 = 0.

The heterodyne signal can be displayed and analyzed either in the time or in the
frequency domain by defining the Fourier transformS(�2, �1) of the time-domain
signalŜ(T2, T1) with respect to the two relevant time delays (42, 42a, 56, 56a):

S(�2, �1) =
∫ ∞

0
dt1

∫ ∞
0

dt2ei�1T1+i�2T2 Ŝ(T2, T1). 10.

Despite its frequency-domain appearance, Equation 10 represents a time-
domain technique that is merely displayed in�-space because it maintains a
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complete control over time ordering.1�1 and�2 are associated with the first and
the second time intervals, respectively, and thus carry different types of informa-
tion. This is markedly different from frequency-domain measurements described
by optical susceptibilities that are invariant to permutations of field frequencies (1).

Intermolecular interactions can be directly probed by examining the cross peaks
in the double Fourier transforms of the response functions. Useful structural infor-
mation can thus be derived from the intensities of cross peaks between localized
chromophores.2 To illustrate this, we consider a system of three two-level chro-
mophores labeledA, B, andC, with transition frequencies�A, �B, and�C. Cal-
culations were made for the following two models: In the first the chromophores are
totally decoupledJmn = 0, whereas in the second the chromophores are coupled.
Both models were constructed to have precisely the same absorption spectrum
shown in Figure 4a. Obviously, the linear absorption alone does not reveal the
couplings among chromophores. The 2D spectra are, however, completely dif-
ferent. The sensitivities of all four techniques to intermolecular couplingsJ is
illustrated in the model calculations shown in Figure 4. In theleft column, we
display|S(�2, �1)| for the first (no-coupling) model. Only diagonal peaks at the
individual chromophore frequencies show up. We introduce the notation(�i , � j )

to identify the abcissa(�i ) and ordinate(� j ) of peaks in the 2D plot. The PE
shown in Figure 4chas diagonal peaks at(−�A, �A), (−�B, �B), (−�C, �C). In
Figure 4e (TG), the peaks are at(0, �A), (0, �B), and(0, �C) whereas for the
RTG (Figure 4g) the peaks are at(�A, �A), (�B, �B), and(�C, �C). RPE is
not shown because the signal vanishes for this model, reflecting the absence of
doubly excited states on single chromophores (86). In theright column, we display
the 2D spectra for the second model, where coupling between chromophores has
been included. Figure 4b gives the RPE. Starting from the second row, we display
the 2D spectrum for each technique next to its decoupled model spectrum in the
left column. Figure 4d shows the PE. Apart from the diagonal peaks shown in
Figure 4c, we observe additional off-diagonal cross peaks, such as(−�A, �B)

(−�A, �C), etc. As the coupling strength is increased, additional cross peaks ap-
pear at combinations of frequencies e.g. (−�A, �B + �C − �A) (not shown).
Figure 4f andh, which represent the TG and RTG techniques, show cross peaks
as well. These simulations illustrate how 2D (in contrast to 1D) spectroscopies
carry detailed information on intermolecular coupling constants. 2D spectra can

1Note thatT1 andT2 in Equation 10 can be eithert1, t2, or t3 in the notation of Equation 2,
depending on the specific technique. For the PE and RTG techniques, we setT1= t1, t2= 0,
T2= t3, andŜ(T2, T1) is related toR(3)(T2, 0, T1). For RPE and TG, we sett1= 0, T1= t2,
T2= t3, andŜ(T2, T1) is related toR(3)(T2, T1, 0).
2A word of caution: Heterodyne phase-controled detection probes the fieldP(t) whereas
homodyne detection measures|P(t)|2. Cross terms thus appear in the homodyne signal
even when they are absent inP itself. This effect generated by interference between
macroscopic electric fields yields no additional microscopic information, even though it
may provide a convenient detection mode (88).
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Figure 4 (Left column) Two-dimensional signals for three uncoupled chromophoresA, B,C
with optical frequencies (in dimensionless units) 1.366, 1.501, 1.783. (Right column) Signals for
three coupled chromophores. These two systems have exactly the same linear absorption (a). (b)
Reverse photon echo; (c andd) photon echo; (eandf ) transient grating; (g andh) reverse transient
grating. Distinct signatures of intermolecular couplings are clearly seen by comparing theright
andleft columns(42a).

distinguish between different coupling patterns even when the linear absorption is
identical.

Each of these techniques gives a distinct cross-peak pattern that carries dif-
ferent types of information on intermolecular couplings and molecular structure.
The intensities of the off-diagonal peaks carry information on the magnitudes of
intermolecular couplings, whereas the peak widths represent dephasing processes.
For J = 0, the signalS(�2, �1) is given by the sum of contributions from in-
dividual chromophores and is, therefore, represented by a set of diagonal peaks
located at the diagonal�2 = �1. To first-order inJ, the signals show a series
of new off-diagonal cross peaks whose�1, �2 coordinates give the transition
frequencies of different chromophores. The intensities of these peaks provide the
complete information on intermolecular coupling constants. To second order in
J, new cross peaks at combinations of the chromophore frequencies appear as
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Figure 4 (Continued)

well. The couplingsJ may be directly obtained from the off-diagonal peak inten-
sities. For strong intermolecular coupling whenJ is of the order of the differences
between the chromophore transition frequencies, the peak positions are shifted
because of excitonic effects. The information onJ may then be extracted from
both peak positions and intensities.

The application of electronically resonant 2D and 3D spectroscopies toward
refining the structure of photosynthetic antenna complexes is an appealing pos-
sibility. For example, the FMO (Fenna-Matthew-Olson) complex is made out of
three monomers each having seven chlorophyll A chromophores. A structure that
includes the dipole orientations was proposed (92–92b). Although only minor dif-
ferences were found in the positions and orientations of the various BCHls in the
two species studied, their low-temperature optical spectra show significant differ-
ences. This indicates that the local environment and site energies in the two com-
plexes differ considerably. Another important application is to the LHCII complex,
whose structure and composition is under debate. Kuhlbrandt et al (93) proposed
a structure with 7BChl a and 5 BChl b. However, the identification of these two
types of chlorophylls and their orientation in the X-ray structure is controversial,
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since ordinary optical methods do not provide a unique structure (93–95). A sim-
pler and better-characterized model system for LHCII is the CP29 complex which
consists of 6 Chl a and 2 Chl b molecules (96). The chlorosomes (96) are giant
cylinderically shaped aggregates of Chl B which are much less characterized. 2D
spectroscopies should be ideal for resolving existing discrepancies and providing
fine details of structure and couplings in these aggregates.

REAL-SPACE REPRESENTATION OF EXCITONIC-
RESPONSE AND COHERENCE-SIZES

Exciton Eigenstates Versus Density Matrices

One of the most frequently asked questions in the photophysics and photochemistry
of aggregates is whether the chromophores act independently or cooperatively. It
is widely accepted that there should exist some sort of a coherence size that repre-
sents the effective number of chromophores acting collectively. The most popular
and obvious measure is the exciton localization size. Consider the eigenstates of
the single-exciton Hamiltonian|9α >=

∑
n9α(n)|n >, with 9α(n) being the

normalized wavefunction for theαth exciton. A convenient measure of the effec-
tive number of chromophores contributing to a given exciton state is the inverse
participation ratio (97)

Lα = 1∑
n |9α(n)|4

. 11.

For a localized exciton,Lα = 1; for delocalized exciton,9α(n) = 1/
√

N and
Lα = N. Generally,Lα interpolates between these two extremes. However,Lα is
usually not directly and simply related to specific dynamical observables. Phys-
ical properties are given by wavepackets of exciton states and require averaging
over many exciton eigenstates. Since different measurements prepare different
wavepackets, an excitonic system will generally have a multitude of coherence
sizes, which can be detected bynD spectroscopies.Lα fails to reflect this di-
versity. In addition, coupling with other degrees of freedom, whether slow (static-
disorder) or fast (phonons), requires ensemble averagings. Such averagings should
be performed over the signal; an ensemble-averaged exciton wavefunction is
meaningless.

The exciton density matrixρmn = 〈B+m Bn〉 provides a natural real-space mea-
sure of exciton localization. When the exciton eigenstates are well resolved and
the experiment depends on a few of them, it is possible to interpret the optical
response using properties of individual eigenstates. However, in many cases, these
properties are averaged out by the collective nature of the measurement. This hap-
pens, for example, at finite temperatures (compared with the exciton bandwidth).
In addition, when exciton-phonon coupling is incorporated, the pure exciton states
are not very meaningful because we need to consider the eigenstates in the joint
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electronic and nuclear spaces. Computing these eigenstates is expensive and not
very insightful. The exciton density matrix provides a level of description most
compatible with optical measurements and is therefore the natural link between
theory and experiment.

A convenient measure for delocalization of the exciton density matrix is pro-
vided by the inverse participation ratioLρ , defined by (73–73b)

Lρ(t) ≡
(∑

nm |ρmn(t)|
)2

N
∑

mn |ρmn(t)|2 , 12.

whereN is the number of chromophores. This quantity gives the length scale on
which the density matrix decays along the antidiagonal direction, i.e. as a function
of n−m. Similar measures have been used in the analysis of off-resonant polariz-
abilities of aggregates (85, 87), conjugated polymers (98–98b), and semiconductor
nanocrystals (99). The density-matrix coherence size (Equation 12) provides pre-
cisely the level of averaging required for the description of many optical signals
and dynamical processes.

The issue of the coherence size has a conceptual significance as well as im-
portant practical implications to theoretical modeling. If, in practice, coherence
sizes are small, a description in terms of delocalized exciton states though formally
correct is misleading. A local (real space) description should be much simpler and
more natural. The exciton states often carry a false and unphysical coherence that
eventually cancels once physical properties are calculated. A real-space density
matrix description (e.g. Equation 9) should allow us to perform a calculation on
a small segment of the system and never worry about the long-range coherence,
greatly reducing numerical effort.

The following calculations illustrate the influence of temperature and disorder
on the density-matrixρnm (73–73b). Calculations were made for the B850 band
of the peripheral antenna of purple bacteria (LH2), a circular aggregate made out of
18 BCla chromophores. The thermally equilibrated reduced-density matrix
assumes the formρmn ∼

∑
α 9
∗
α(m)9α(n) exp(−εα/kBT), whereT is the tem-

perature.
Figure 5a–c shows the anti-diagonal sections of the density matricesρmn cal-

culated for different temperatures and disorder strengths. Neglecting disorder and
assuming a temperature lower than the splitting between the lowest excitons, only
the lowest exciton is populated in thermal equilibrium. The corresponding den-
sity matrix will be delocalized over the entire ring, andLρ = 18 is equal to the
systems’ physical size. With increasing temperature, higher exciton states are pop-
ulated, andρ becomes more localized. This effect is illustrated in Figure 5a, where
the canonical density matrices for temperatures 50 K (solid), 100 K (dashed), and
300 K (dotted) are displayed. Temperature-induced loss of coherence can be clearly
seen with the corresponding values ofLρ , which are 14.6, 10.5, and 5.95, re-
spectively. In the high-temperature limit, all exciton states are equally populated
and the density matrix becomes completely localized (diagonal in real space),
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Figure 5 Localization of
thermally relaxed exciton
density matrices of LH2.
(a) Purely exciton systems
(no disorder and phonons),
for different temperatures
50–300 K. (b) For different
disorder strengths at temper-
ature 4 K (73a).

resulting inLρ = 1 even when all individual exciton states are delocalized. At
higher temperatures, higher-energy excitons with oscillatory wavefunctions are
populated, thereby decreasingLρ . Under these conditions,Lρ is primarily deter-
mined by phase cancellation and not by exciton localization.

Figure 5b illustrates how disorder leads to localization of the density matrix at
low temperatures. Energetic diagonal disorder has been included by assuming that
the�n have independent Gaussian distributions with the same mean frequency�̄

(independent ofn) and full width at half maximumσ . Calculations were made
using a Monte-Carlo sampling over different realizations. As shown in Figure 5b,
this localization becomes stronger with increasingσ . The corresponding values of
Lρ at 4 K are 14.6, 10.6, and 6.16 forσ = 330 cm−1, 565 cm−1, and 1130 cm−1,
respectively. In the limit of very strong disorder, the density matrix becomes com-
pletely localized (diagonal) and we haveLρ = 1. The localization ofρ can also be
induced by polaron formation due to strong coupling with phonons (not shown).

These calculations illustrate the major differences between the coherence sizes
associated with the density matrix(Lρ) (Equation 12) and individual eigenstates
(Lα) (Equation 11). If the eigenstates are localized, then the density matrix must
be localized as well. The reverse is not true: The density matrix may be localized
even if the individual states are delocalized. At low temperature, only low-energy
excitons with nonoscillatory wavefunctions are populated, andLρ is related to
the exciton localization lengthLα. Even whenLρ is determined by localization,
its numerical value does not coincide withLα. The relations between the two
quantities depends onLα, the wavefunction shape, and the system size. For various
typical models, the ratio ofLα to Lρ was found to vary between 1.0 to 3.3. Realistic
simulations for LH2 gaveLρ ≈ 3Lα (Lρ = 15 andLα = 5).
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In the applications described in the remainder of this section, we discuss the
coherence sizes underlying various 1D and 2D measurements. Rather than the
static, energy-space measure based on the exciton eigenstates, we consider two
dynamic real-space types of definitions of coherence size. First, for linear absorp-
tion we adopt a definition based on the nonlocal response functions (Equation 8).
This measure, which uses two-time quantities, may be directly extended tonD
techniques by using Equation 9. The peak splitting in pump-probe spectroscopy
of photosynthetic antennae may be described by this measure as well. Second,
the coherence size underlying cooperative spontaneous emission and sequential
pump-probe and gated fluorescence measurements that probe exciton migration is
connected withLρ . The first measure uses a two-time correlation function of the
free molecule whereas the second is based on a single-time expectation value of
the optically driven system.

Linear Absorption

We start with the coherence size associated with linear absorption. The absorption
lineshape of polarized light is given by

α(ω) =
∑
nm

Im[(µn · ê)(µm · ê)Gnm(ω)], 13.

where the exciton Green function is given by

Gnm(ω) =
∑
α

9α(n)9∗α(m)
ω − ωα + i0α

, 14.

ê is the unit vector determining the direction of light polarization, and0α is the
dephasing rate of theα′s exciton state with energyωα. It could represent lifetime
(radiative or not) or pure dephasing. The origin of0α makes no difference in the
following analysis. By averaging over all possible orientations ofê, the linear
absorption of depolarized light is given by Equation 13, with(µn · ê)(µm · ê)
replaced by(µn · µm). The one-exciton Green function may be alternatively recast
in the form

Gmn(ω) =
∫ ∞

0
dτ exp(iωτ)〈Bm(τ )B

†
n(0)〉, 15.

whereBm(τ ) is the time-dependent operator for the free aggregate (without the
field).

According to Equation 13, the linear absorption is directly related to the exciton
coherence size at energyω, L f (ω). This coherence size is defined as the inverse
participation ratio associated with the exciton Green function (73), and is given by
Equation 13, withρmn replaced byGmn(ω). L f is the length scale on which the
exciton Green function decays along the antidiagonal direction, i.e. as function of
n−m.

For narrow homogeneous width0α � |ωα−ωα′ |, the exciton lines are well re-
solved and the optical excitation selects a single exciton stateω = ωα. In this



P1: FQP

August 18, 2000 16:38 Annual Reviews AR109-24

710 MUKAMEL

case,Gnm(ω) ≈ 1
0α
9α(n)9∗α(m). Because the exciton wavefunctions contain a

∼1/
√

N normalization factor, the Green function scales asGnm(ω)∼ 1/N and
L f = N representing complete delocalization of the excitation over all chro-
mophores. In the opposite limit of a very large width, the exciton lines
overlap strongly, simplifying the expression for the Green functionGnm(ω) ≈
1
0

∑
α 9α(n)9

∗
α(m) = 1

0
δnm. Now the Green function scales withNasGnm(ω)∼1,

andL f = 1 representing complete localization of the electronic excitation on a
single chromophore. For intermediate values of0, L f (ω) varies between 1 and
N, providing a convenient measure of the relevant exciton size at frequencyω.

It is possible to define the coherence size for linear absorption using an alterna-
tive, kinematic view based on exciton wavepackets and their mean free path. The
radiation field with frequencyω excites several exciton states lying within the band-
width 0, creating a wavepacket with momentum spread1k. Because the exciton
energy depends on its momentumω(k), one finds that0 ∼ 1ω = (∂ω(k)/∂k)1k.
According to this, the exciton coherence size is

L f ≡ 2π

1k
= 2π

0

∂ω(k)

∂k
. 16.

This is simply the exciton mean free path defined as the product of the exciton
wavepacket group velocityu = ∂ω(k)/∂k and its lifetimeτ = 2π/0. The dis-
persion relation of 1D excitons in the vicinity of the exciton band edge (k ∼ 0) is
ω = 2J N2k2. This gives the exciton coherence sizeLs = 4J N2k/0. Both de-
scriptions lead to identical results but provide different types of physical pictures.
The kinematic approach is more traditional and is commonly used for molecular
crystals. The real-space picture uses a local (molecular) basis whose size is small
and is most natural for excitons in complex disordered aggregates.

This analysis may be extended to techniques that make use of the tensor char-
acter of the linear response [e.g. circular dichroism spectroscopy (100, 100a)] and
can be used to identify different types of coherence sizes. Our definition based on
linear response (the distance between typicaln, m in Equation 13) can further be
extended to the nonlinear response functions. We can definesas the center of mass
of m1,m2,m3 in Equation 9 and examine the dependence of the contributions on
the distance betweens andn. We can also look at any of the time intervals, e.g.
for the first interval we focus onm1,m2 and we can further look at the distance
of s to m1, s to m2, etc. All of these definitions use various two-time quantities to
show the characteristic distance between two prescribed events.

Peak Splitting in Pump-Probe Spectroscopy

Pump-probe spectroscopy provides a direct view into excitonic motions
through the differential absorption of a probe pulse as a function of its frequency
and time delay with respect to a pump pulse. Technically this is aP(3) self hetero-
dyne technique whereby the probe serves as the heterodyne field. The frequency-
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dependent differential absorption typically contains a negative peak related to
bleaching and to stimulated emission from the one-exciton band to the ground
state (we refer to both contributions as BL), and a positive peak that reflects ex-
cited state absorption (ESA) from one-exciton to two-exciton states (84, 101, 102).
The pump-probe signal can be interpreted using a three-level model that contains
the ground state and the lowest one-exciton and two-exciton states. The spectral
shift 1� between these two features is then attributed to the energy difference
between the exciton state prepared by the pump and a two-exciton state cou-
pled radiatively to that exciton by the probe. In a linear aggregate made out of
N molecules, we have1� ≈ 3π2J/(N + 1)2, whereJ is the nearest neighbor
exciton intermolecular interaction (in circular aggregates1� = 4π2J/N2). The
shift in the pump-probe signal ofJ aggregates has been observed by Wiersma’s
group and fitted using a model of a linear aggregate of physical sizeN= 15
with nearest neighbor interactionJ= 1227 cm−1 derived from the frequency
shift between the aggregate and the monomer absorption peaks. This coherence
size was attributed to the exciton localization length induced by static disorder
(103, 103a). Similar observations have been made in both LH1 and LH2 antenna
complexes (101, 102), where the observed∼200 cm−1 shift in LH2 was reproduced
by assuming that only a fraction of the monomers(N= 4) are coherently coupled.

Figure 6 shows the calculated pump-probe spectra of LH2 for different homo-
geneous widths0 at 4.2 K (73–73b). For all values of0, the pump-probe sig-
nals show a negative BL part at lower energies and a positive ESA part at higher
energies. For small0, the splitting1� is small, indicating that this system has two-
exciton states energetically very close to twice the one-exciton energy. The ESA
shows a progression of several well-resolved two-exciton contributions. When
the exciton dephasing0 becomes larger than the splitting between exciton lev-
els, the two-exciton resonance merge, and1� increases (see Figure 6,inset).
In this regime the shift reflects collective properties of the two-exciton manifold
rather than positions of individual two-exciton states; the shift no longer reflects
an energetic difference between specific states but is induced by, and scales with,
the homogeneous line width. Under these circumstances, the pump-probe sig-
nal may not be interpreted in terms of a three-level model. Instead, the relevant
coherence size then becomes the mean free pathL f introduced in the previous
subsection.

Simulations of the pump-probe signal, incorporating both exciton-phonon in-
teractions and static disorder (73–73b), reproduced the shift between the BL and
ESA as well as their relative magnitude, in agreement with experimental pump-
probe spectra on B850 of LH2 at 4.2 K (101, 102). These calculations show that
the shift1� between the positive and negative peaks is determined by the mean
free pathL f = 11. A related coherence size is observed in saturated absorption
measurements (104, 105), which are essentially a single-color pump-probe spec-
troscopy (the probe has the same frequency of the pump). The variation of the
bleaching with pump intensity depends on the coherence size.
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Figure 6 Normalized pump-probe spectra of the LH2 antenna without disorder for
different dephasing rates0 at 4.2 K.κ = 0.9.0 = (solid) 25 cm−1, (dash) 50 cm−1, (dot)
100 cm−1, (dash-dot) 150 cm−1, and (dash-dot-dot) 200 cm−1. (Inset) Peak splitting1�
as a function of0. For other parameters see text. ESA, Excited state absorption (73).

Cooperative Spontaneous Emission: Superradiance

Time-resolved fluorescence may show cooperative spontaneous emission (super-
radiance), which is one of the most interesting elementary signatures of exciton
localization and intermolecular coherence (106–108). This effect has a simple
classical interpretation: When a collection of dipoles oscillates in phase, their
amplitudes add up coherently to form a large effective dipole. The oscillator
strength, and consequently the radiative decay rate, is then proportional to the
number of dipoles. The superradiance coherence sizeLs of a molecular aggre-
gate is defined as the ratio of its radiative decay rate to that of a single molecule.
(For simplicity we assume that all molecules are identical and have the same ra-
diative decay rate.) Molecules separated by more than an optical wavelengthλ

may not emit coherently.(λ/a)d is therefore the ultimate electrodynamic upper
bound forLs, a being the lattice constant andd is the aggregate dimensional-
ity. In practice, however, the coherence size is usually determined by other de-
phasing mechanisms, such as exciton-phonon interactions and static disorder, and
is typically much smaller than both the aggregate physical size and the optical
wavelength.
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Superradiance has been reported in semiconductor quantum wells (109), J-
aggregates (18, 19, 84), quantum wires (110), andσ -conjugated polysilaens (111).
In J-aggregates of pseudoisocyanine dyes, a superradiance coherence sizeLs = 50,
which is much smaller than the number of molecules in the aggregate 5× 104,
has been reported. Coherence sizes of 2–3 were found in mixtures of isocyanine
dyes absorbed on silver halide substrates at room temperature (112, 112a), whereas
Ls = 70 has been reported for pseudoisocyanine aggregates in a low-temperature
glass (106–106c,113, 113a).

Ls can be expressed in terms of the exciton density matrix, normalized to a unit
trace, i.e.

∑
n ρnn = 1.

Ls(t) =
∑
mn

(dm · dn)ρmn(t), 17.

wheredm is a unit vector in the direction of themth chromophore transition dipole.
Ls is controlled by both the coherence-sizeLρ (Equation 12), associated with the
antidiagonal section of the exciton density matrixρmn, and the geometry (rela-
tive orientation of transition dipoles) through thedm · dn factors. If the molecular
dipoles are parallel, the coherence sizeLρ characterizes the size of a domain where
the molecules emit coherently, andLs is then related to the number of molecules in
this domain. Loss of coherence, which leads to the decrease ofLρ , reducesLs as
well. In the opposite situation where the total dipole of an aggregate (i.e. the vector
sum of the molecular dipoles) vanishes because of cancellation of contributions
from individual molecules, the emission is induced by the loss of coherence, and
Ls should increase with the decrease ofLρ . Recent experiments on photosynthetic
antenna complexes showed coherence sizes of 2–3 at room temperature, whereas
at low temperaturesLs = 3 for LH2 antenna complexes andLs = 9 for LH1.
Ls was found to be virtually temperature independent between 4 K and 200 K
(114). Simulations using the exciton density matrix reproduced these observations
(73–73b).

An excellent correlation betweenLs andLρ was found for several mechanisms
of loss of coherence (finite temperature and disorder-induced dephasing) and ori-
entations of the dipoles in LH2. This demonstrates that the localization of the
density matrix, as viewed by its antidiagonal spread sections, controls the super-
radiance emission.Ls may thus be predicted fromLρ , regardless of the specific
microscopic mechanism that determinesLρ .

Studies of single molecules in the condensed phase is an exciting new de-
velopment made feasible through the combination of various forms of optical
microscopy with ultrasensitive detection (115, 116). Ordinary bulk measurements
provide highly averaged information. By eliminating ensemble averaging, SMS
gives invaluable additional information regarding intramolecular dynamics and
coupling with the surrounding. Spectroscopy of single antenna complexes
(117–120) could yield the entire distributions (rather than merely the average value)
of the various coherence sizes such asLρ or Ls. This could help distinguish be-
tween different models (e.g. weak vs. strong disorder) which may predict the same
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average but a very different distribution (115) of coherence size. SMS distribu-
tions of fluorescence lifetimes and photobleaching properties of single LH2 com-
plexes have been measured under physiological conditions (119). Low-temperature
(1.2 K) single-molecule fluorescence excitation spectra of these complexes have
been reported as well (120). Photobleaching kinetics shows how many chro-
mophores a single trap can quench and thus provides a different type of coherence
size. The statistics of the on/off bleaching periods depends on how the aggregate
is dissected into effective chromophores (121). The photobleaching of one BChl
molecule causes the total shutdown of fluorescence because of exciton trapping,
which suggests complete delocalization (120). A correlation between the Stokes
shift and superradiance in disordered aggregates may be another measure of time
coherence size (122).

Exciton Migration in Fluorescence, Pump Probe,
and Three-Pulse Techniques

Exciton transport and relaxation in chromophore aggregates shows signatures of
complex physical phenomena: exciton-exciton scattering due to their repulsive
(on site, Pauli exclusion) and attractive (e.g. dipole-dipole) interactions, elastic
scattering and exciton localization due to static disorder, and inelastic exciton
scattering and self-trapping induced by strong exciton-phonon coupling. Exci-
ton migration can be probed by a variety of nonlinear spectroscopic techniques,
such as pump probe, three-pulse echo, and the time- and frequency-gated fluo-
rescence, and shows direct signatures of the exciton coherence size (48, 60, 60a,
73, 73b, 123, 124). For these techniques it may be possible to express the response
in terms of a time-dependent exciton wavepacket represented by its density matrix.
The spatial extent of this wavepacket constitutes the underlying relevant coherence
size. To that end we recast the time- and frequency-resolved fluorescence using
the doorway-window representation (1, 125).

Sf l (τ, ω) =
∑
mnkl

∫ ∞
0

dτ ′
∫ ∞

0
dt2Wnm(τ − τ ′, ω)Gmn,kl(t2)ρkl(τ

′ − t2). 18.

The doorway-window picture in Liouville space, first developed for describing
the nuclear density matrix for vibrations and the solvent (126), offers an intuitive
physical description of the sequence of events. In this picture, the signal’s genera-
tion is described as a three-step process involving the preparation, propagation, and
detection of a wavepacket representing the exciton density matrix. First, two inter-
actions with the pump create the reduced exciton density matrixρmn (the doorway
wavepacket). The diagonal elements(m = n) of ρmn(τ ) represent exciton popu-
lations whereas the off-diagonal elements(n 6=m) are excited state coherences. In
the second step, the doorway evolves during the time delay between the pump and
the detection stage. The Green function

Gmn,kl(t2) ≡ 〈Bl (0)B
†
n(t2)Bm(t2)B

†
k (0)〉 19.
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describes the propagation of the doorway wavepacket and relaxation of excitons
during the delay periodt2. In the NEE, this Green function is calculated by solving
the Redfield equations, which describe the time evolution of the exciton density ma-
trix ρnm(t) ≡ 〈B†n(t)Bm(t)〉 (127–130). In the third step, the window wavepacket
W is created by the spontaneously emitted photon together with the gating device,
and the signal is finally computed as the overlap of the doorway and the window
wavepackets in Liouville space.

The calculation ofSf l (τ ;ω) is simplified considerably when the exciton
population-relaxation timescale is long compared with the inverse absorption line
width (dephasing timescale), and the pump and gate are fast compared with the re-
laxation time but slow compared with the dephasing time. These conditions define
the snapshot limit (1, 126) where the signal only depends on the pump and the gate
frequencies and their relative delay and is independent on their precise envelopes.
The doorway-window representation applies also to pump probe and to measure-
ments performed with three well-separated pulses. This will simply involve differ-
ent expressions for the doorway and the window. Similarly, depolarization mea-
surements can be described by using polarization-dependent doorway and window.

Equation 18 allows us to analyze separately the roles of the pump (which
determines the doorway) and the probe (which affects the window), and to dis-
tinguish between the roles of exciton dynamics and the system’s geometry. The
optical pulses and gating device may be described using Wigner spectrograms,
utilizing a joint temporal and spectral representation of nonlinear spectroscopy
(57, 57a, 69, 72). Wigner spectrograms account for arbitrary pulse shapes and du-
rations and interpolate naturally between the impulsive (time-resolved) and the
ideal frequency-resolved limits.

So far we have discussed exciton transport and dynamics using the NEE that
apply when nuclear relaxation is much faster than exciton transport. In this case
it is possible to follow the dynamics of the exciton density matrixρmn(t), where
all vibrational degrees of freedom have been traced out.3 The coupling to nuclei
is incorporated via relaxation superoperators calculated perturbatively in exciton-
phonon coupling. Such theory does not take the detailed form of nuclear spectral
densities into account. The pump-probe signal, the frequency resolved fluores-
cence, and the superradiance in LH2 have been analyzed using this approach.
Strong exciton-phonon coupling can be treated under certain conditions by keep-
ing explicitly only the populations, resulting in the master equation. Master equa-
tions depend on the choice of the exciton basis set. When nuclear dynamics is not
fast, one needs to use a higher level of theory that supplements the excitonic vari-
ables with a set of relevant collective vibrational variables that need to be treated

3Note that we are considering here a nonstationary density matrix representing the molecule
driven by the pump field. The localization size can be alternatively obtained using the
equilibrium correlation function〈Bm(0)Bn

†(t)Bn(t)Bm
† (0)〉. Here the time evolution of all

operators is given by the molecular Hamiltonian (without the external field). The localization
length may then be visualized by examining the variation of this quantity withn−m for
long times).
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explicitly as well, and that represent an arbitrary spectral density of a phonon
bath. Such coupling may lead to the formation of polarons (excitons dressed by a
phonon cloud). Coherent three-pulse techniques such as photon echo require this
level of theory (57, 57a). A useful way of displaying multidimensional informa-
tion in the photon echo technique (126a) is provided by 1D plots of the peak shift
(59, 124, 131).

VIBRATIONAL ECHOES: PROBES OF STRUCTURE
AND SOLVATION DYNAMICS

Vibrational motions provide an important window into the structure and dynam-
ics of complex molecules, liquids, and proteins. Sequences of infrared pulses have
been widely used to conduct vibrational echo measurements (31, 132–134a). Equi-
librium fluctuations of a protein (myoglobin) and its slow conformational motion
were studied by vibrational echo and pump-probe response of CO attached to
the heme porphyrin (135–136c). Three pulse infrared photon echoes have been
employed in studying solvent and protein fluctuations (135). The complex and
disordered network of vibrations in hydrogen-bonded liquids such as water and
alcohols have been extensively investigated using infrared pump probe and hole
burning (32–34, 37, 137), and optical Kerr techniques (39). Optical spectroscopy of
solvated chromophores in liquids and glasses provides a different multidimensional
view of their local environment (35, 38, 38a, 138). Multiple resonance frequency-
domain 2D infrared measurements have shown their capacity to disentangle con-
gested vibrational spectra of solutes in various solvents (139–139c). This doubly
vibrationally enhanced (DOVE) four-wave mixing technique probes the frequency-
domain third-order susceptibilityχ(3) rather than the response functionR(3). 2D
analysis of 1D infrared spectra has proven useful in identifying cross correlations
among vibrational features (140). Vibrational relaxation of polyatomic molecules
usually proceeds via well defined pathways, which could be identified by multi-
dimensional measurements.

Earlier, (Equation 6) we showed that all higher nonlinearitiesP(2), P(3), etc,
vanish identically for harmonic vibrations whose dipole depends linearly on nu-
clear coordinates (1, 85). Higher-order optical vibrational response can be induced
by various sources of nonlinearity, such as nonlinear dependence of the dipoleµ

on nuclear coordinates, anharmonic intermolecular and intramolecular potentials
that contain terms cubic and higher in the coordinates, and relaxation and dephas-
ing by nonlinear coupling to a bath (16, 141). The various types of nonlinearities
affect the response in a different way and may thus be extracted from experimental
signals (16, 30, 30a, 42, 42a). The nonlinear dipole creates intermode coherences
instantaneously each time the system interacts with the radiation field. In contrast,
the effect of anharmonicity is not felt immediately because such a coherence may
only be built during the evolution period between such interactions. The reso-
nance structure and phase of 2D signals contain distinct 2D signatures of both
types of nonlinearities. If the various vibrational modes do not interact (e.g. when
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they represent different components of inhomogeneous regions), the nonlineari-
ties will be diagonal, and the contributions of the various modes to the nonlinear
response will be additive. Off-diagonal couplings will however result in cross
terms.

Below we present simulations of 2D vibrational echoes in polypeptides (30),
which demonstrate their capacity to view molecular structure and probe dynami-
cal events such as protein folding (142–143). We focus on the 1600–1700 cm−1

amide I band, which has a strong transition dipole moment and is clearly distin-
guishable from other vibrational modes of the amino acid side chains (144). The
dependence of its frequency on a particular secondary structure is widely utilized
in polypeptide and protein structure determination (25–27). This band consists of
a number of poorly-resolved spectral lines associated with vibrational motions of
different structural elements. Conformational fluctuations within a particular 3D
structure and local interaction with water induce inhomogeneous broadening, and
the spectrum is highly congested. Protein folding into a complex 3D structure,
which consists of several polypeptide segments forming different types of sec-
ondary structures, results in strong interactions between remote CO bonds, which
strongly affect the structure of exciton states (26).

The transition dipole coupling tensor between the CO stretching modes results
in the delocalization of vibrational states (25) and in splittings of individual spectral
lines. The dependence of this tensor on relative orientation and distances of the
interacting dipoles results in a unique amide I band, characteristic of the particular
3D conformation (25).

Dipole-dipole coupling leads to coherent energy transfer between the stretching
modes and the formation of delocalized vibronic excitations (vibrons), analogous
to Frenkel excitons. Strong coupling to slow vibrational motions may lead to ex-
citon localization and self-trapping, which could be probed by multidimensional
spectroscopic signals. Good agreement with experiment has been obtained in the
modeling of this band for a few mid-size globular proteins with known structures
(26). Resolution-enhanced infrared techniques such as Fourier transform infrared
spectroscopy have been employed in the determination of the protein secondary
structure (145). However, such 1D methods only provide a limited information.

The structure of the one-exciton and two-exciton manifold of the pentapep-
tide [cyclo(Abu-Arg-Gly-Asp-Mamb)] (Figure 7) has been probed using 2D in-
frared techniques. The simplicity of the cross-peak structure for this pentapep-
tide, and the presence ofβ-turn, makes it ideal for testing 2D techniques and
establishing the signatures of anharmonicity and diagonal vs off-diagonal disor-
der in 2D spectra. Incoherent femtosecond experiments such as pump probe and
hole burning as well as coherent photon echoes have been carried out on this
system and other polypeptides (28, 29, 31). The atomic coordinates of this pen-
tapeptide are known from its crystallographic structure measurements and NMR,
shown in Figure 9 (see color insert). The backbone conformation of each polypep-
tide traces out a rectangular shape with aβ-turn centered at the Abu-Arg bond.
In the simulations presented below (30), we model each CO bond as a three-
level system (Figure 2). The dipole-dipole couplings among CO vibrations were
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calculated using the known geometry. The cyclic structure of the compound allows
vibrational energy migration along the ring, which could be studied by applying
the TG (RTG) techniques (Figure 3). Using the real-space basis, the two-exciton
manifold, which consists ofN(N + 1)/2 states, can be divided into two subman-
ifolds. One is formed byN states, representing vibrational dynamics of doubly
excited peptides (overtones). The otherN(N − 1)/2 states represent simultane-
ously excited single vibrational states of different peptide groups. The PE (RPE)
techniques (Figure 3) can distinguish between contributions of these manifolds,
sort out diagonal and off-diagonal disorder couplings, and determine the signatures
of localized exciton dynamics (30, 30a).

Static disorder due to variations in local protein structure induces inhomo-
geneous spectral broadening and exciton localization. Study of disorder effects,
energy transport along secondary structure motifs, and exciton state correlations
should reveal the dynamics of excitons localized on different secondary struc-
ture elements, its dependence on the local structures, and its manifestation in 2D
infrared spectra. Three models of inhomogeneous line broadening have been em-
ployed in the following calculations: no inhomogeneous broadening (Figure 8A),
uncorrelated static diagonal disorder (distribution of the vibrational frequencies)
(Figure 8C), uncorrelated static off-diagonal disorder affecting the coupling tensor,
due to various conformations (Figure 8E). These models included a small homo-
geneous broadening. When a larger and more realistic homogenous broadening is
added to these models, we obtain the models shown in Figure 8B, D, F respec-
tively. The linear (1D) absorption spectra of all models are presented in Figure 8.
Figure 8A shows five well-resolved one-exciton lines. The resolution is reduced
in the other panels. Because off-diagonal disorder induces exciton delocalization,
the one-exciton resonances shown in Figure 8E andF are shifted compared with
the other panels.

Figure 9 (see color insert) compares the absolute value of the 2D PE signal
|S(�2, �1)| for modelsA–F calculated using the NEE approach. Because the
photon echo eliminates inhomogeneous broadening, all resonances in Figure 9 have
the homogeneous width, e.g. along�2 for �1 fixed. The resonances representing
various correlations between one-exciton states(−εa, εa) (diagonal peaks) and
(−εa, εb) a 6= b and a, b = 1, . . . ,5 (off-diagonal peaks), as well as between
one- and two-exciton states(−εa, ε̄b− εa), a, b = 1, . . . ,5 (cross peaks), are
well resolved in Figure 9A, C, and E, which have a very small homogeneous
broadening. Figure 9B,D, andF have the same resonant energies; however, because
homogeneous broadening is comparable with the anharmonicity and coupling
energies, many resonances are unresolved. Figure 9C–F shows inhomogeneously
broadened resonances stretched along the−�1 = �2 direction. In Figure 9C and
D, the excitons are localized, and energy differences between the maxima of one-
exciton and strong two-exciton resonances are equal to the anharmonicity1. The
excitons in panels 9E andF are delocalized.

These simulations demonstrate hownD spectroscopies can be effectively used
to probe the structure of disordered aggregates. In the absence of intermolecular
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Figure 8 Infrared (IR) absorption (one dimensional) spectra for models (A–F ) (30).

couplings, each realization of disorder gives a set of diagonal peaks. Averaging over
realizations yields a signal whose magnitude along the diagonal direction reflects
the total broadening (homogeneous and inhomogeneous) whereas its variation
in the off-diagonal direction is related to the homogeneous component alone.
Increasing intermolecular couplings leads to new off-diagonal peaks. Selective
excitation with phase-locked pulse sequences, varying phase shifts between the
pulses, and applying other 2D and 3D techniques and pulse sequences (42) should
allow resolution of close homogeneously broadened 2D resonances, which are
poorly resolved in Figure 9. The heterodyne-detected real and imaginary parts of
the PE signal carry additional information. This is illustrated in Figure 10B,D,
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andF (see color insert). Analysis of the sign variation of the real and imaginary
parts in different directions (30, 30a) indicates that for close disorder realizations,
the resonances should add up constructively in the directions−�1 ∼ �2, and
destructively in the perpendicular direction.

2D spectroscopies should provide an ideal tool for real-time observation of
early folding events in proteins and polypeptides. The determination of protein
structure and its relation to biological activity constitutes an important fundamen-
tal problem. Protein folding from a random coil into their native structure and the
formation ofα-helices orβ-sheets is a complex process that extends over a broad
range of timescales from femtoseconds to minutes (141–143). The nanosecond-
to-millisecond formation of protein secondary and supersecondary structures are
early events in this sequence. Because time resolution of NMR measurements
is limited to milliseconds, they cannot be used to probe the early folding events
(61). Conformational changes in proteins and polypeptides on nanosecond and
longer timescales have been observed using laser-induced temperature jump (T-
jump) (146, 147) transient infrared absorption (136–136c, 148–150) and fluores-
cent probe technique (151). One-dimensional infrared absorption techniques only
provide highly averaged information regarding the empirically assigned secondary
structure motifs whereas fluorescence provides local information on a specific seg-
ment interacting with the probe. Monitoring of fine details in secondary structure
formation predicted by kinetic models (151) is not possible by these techniques.
2D infrared spectroscopies should provide a unique tool for studies of structural
changes and protein folding with subpicosecond time resolution. Exciton dynam-
ics is sensitive to the geometry of protein fragments where the exciton is confined
and should provide a local probe of secondary structure and dynamics of hydrogen
bonding. No other technique has this unique combination of spatial and temporal
resolution.

FUTURE OUTLOOK

In this review we surveyed a new family of coherent nonlinear spectroscopic tech-
niques made possible by recent advances in femtosecond laser technology, which
provide new windows into the structure of molecular aggregates, the relevant co-
herence sizes, and the dynamics of complex structure-function relationships in
molecules. A description of the optical response in terms of interacting quasiparti-
cles provides a convenient framework for computing and interpreting the resulting
multidimensional signals. Applications of multidimensional techniques toward
probing the structure of proteins and photosynthetic aggregates and determining
the interactions of chromophores with the local protein and solvent environment
were described. Multidimensional signals carry specific signatures of coherent and
incoherent energy and charge transfer, vibrational relaxation, and intramolecular
and intermolecular dynamics on many timescales. High temporal resolution of
dynamical processes such as chemical reactions, protein folding, and equilibrium
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fluctuations of solvents is made possible.nD infrared techniques may be effectively
used to study neat hydrogen-bonded liquids and solvated chromophores.

Some highly successful experimental methods have been established for the
elucidation of molecular structure. In particular, X-ray crystallography, neutron
diffraction, and nuclear magnetic resonance (NMR) spectroscopy provide accurate
“images” of molecules. Intramolecular motion is only indirectly contained in the
elucidated structures. For studying the molecular motion experimentally, NMR
is at present the most versatile and powerful tool. Fast motional processes in the
picosecond to microsecond range can be sampled indirectly by NMR relaxation
experiments.

Nonlinear optical spectroscopy has been developed to a stage at which it can
become complementary to NMR methods. Different optical and IR techniques are
also capable to cover the whole range of timescales occurring in protein dynamics.
Yet the information obtained from these measurements is much more direct than
the results obtained from NMR relaxation experiments since optical techniques can
follow the dynamics in real-time. The assumptions and approximations necessary
to invert optical data and to obtain dynamical models for proteins are fundamentally
different from those invoked in NMR. Therefore optical experiments provide an
independent view on molecular dynamics that can be used to validate the NMR
results, or to gain insight into processes that cannot be studied by NMR due to
experimental limitations.

Significant progress has been made in this rapidly developing field, which is
still in its infancy, and considerable joint experimental and theoretical effort will
be required in order to develop it into a routine structural and dynamical diag-
nostic tool. On the experimental side, new pulse sequences should be explored.
Heterodyne techniques that are common in the radiowave region and have been
extended for visible pulses need to be developed in the infrared. Multidimen-
sional vibrational spectroscopy can also be conducted using Raman techniques
(16, 152), which have a better time resolution than infrared and can therefore ex-
cite vibrations impulsively. These are more complicated techniques because they
are higher (for example, 2D spectroscopy is third order in the infrared but fifth
order for Raman). In addition, technical problems of phase matching and inter-
ference with sequential lower-order processes (cascading) need to be overcome
(153–155).

The complex nature of vibrational and electronic motions compared with spins
requires new computational algorithms for analyzing these spectroscopies and
connecting them with the underlying microscopic motions. The fundamental dif-
ferences and similarities between multidimensional NMR and optical techniques
should be taken into account. Spins are elementary quantum systems whose Hamil-
tonian depends on a few universal parameters. The theoretical analysis of anhar-
monic vibrations and electronic excitations is considerably more complex and
requires the development of new concepts and tools. Automated inversion algo-
rithms that could yield the inter-chromophore couplings and ultimately the struc-
ture directly from the signals without human intervention have yet to be developed.
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Combining optical with NMR techniques for structure determination is an inter-
esting and promising future development.

Extracting structural and dynamical information from experimental signals in-
volves the computation of nonlinear response functions, taking into account an-
harmonicities, nonlinear dependence of the dipole on nuclear coordinates, and the
quantum character of nuclear motions.R(n) is given by a sum of 2n, (n+1)–order
correlation functions, each representing a distinct Liouville space pathway for the
system’s density matrix (1). Nonlinear response functions (156, 157, 157a) show
interesting classical interferences and depend on the stability matrix, which relates
the changes in coordinates and momenta at two different times along a classical
trajectory (16). This matrix, which carries the necessary information related to the
vicinity of the trajectory, plays an important role in the studies of classical chaos.
For each initial phase-space point, we need to launchn trajectories with very close
initial conditions in order to computeR(n). The nonlinear response is obtained
by adding the contributions of these trajectories and letting them interfere. These
delicate interference effects, which pose serious computational difficulties, have
the potential of directly probing the Lyapunov exponents that characterize chaotic
systems.

Methods for classical and quantum simulations of two-point correlation func-
tions are well established (37, 158). The development of efficient sampling and sim-
ulation algorithms for multiple-time correlation functions (156, 157, 157a,
159, 160) should be primary goals of future studies. Two practical semiclassi-
cal simulation strategies, one is a conventional high-temperature approximation
and the other applies for weak anharmonicity regardless of temperature, have been
proposed (161). An alternative strategy is to use analytically solvable models (e.g.
multilevels with fluctuating parameters such as transition dipoles and frequencies)
and compute the necessary correlation functions from these simulations. Reduced
equations of motion for relevant collective coordinates may be used to that end. The
relevant statistical properties of unresolved low-frequency intermolecular modes
could be incorporated through 2D spectral densities (58).

The exciton model requires a prior knowledge of the nature of optical excita-
tions. The many-body electronic problem is simplified considerably because the
chromophores are well separated in space, their interactions are purely Coulombic
(electron-exchange is negligible), and each chromophore retains its own electrons.
Combining the modeling with quantum chemistry codes such as time-dependent
density functional theory (163–165) should allow full account of exchange inter-
chromophore couplings and a microscopic modeling of charge separation among
chromophores (166–170). For example, three-pulse coherent techniques provide
direct signatures of electron correlations in conjugated molecules (162, 162a) and
semiconductors (171). Real-space quantum chemistry approaches (98, 98b) that di-
rectly relate optical properties of very large molecules to charge distributions in ex-
cited states and motions of electrons and holes in real space should provide a sound
microscopic basis for simulations that will connect various femtosecond spectro-
scopies with the relevant underlying electronic and vibrational coherence sizes.
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Figure 7 3D structure of the cyclic pentapeptide (172).
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Figure 9 Absolute value|S(�2,�1)|
of 2D infrared photon echo signal
for models (A)–(F). (Different pan-
els have a different color code. Red
is zero and maximum is blue.) (30)

Figure 10 Real and imaginary parts
of the 2D signal S(�2,�1) for models
(B), (D), and (F). (30)


