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Time-resolved x-ray spectroscopies: Nonlinear response functions and Liouville-space pathways
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A systematic description of coherent ultrafast x-ray spectroscopies in terms of nonlinear response functions
and susceptibilities is developed. Correlation-function expressions of charge and current densities provide a
unified treatment and classification of information content of the various possible techniques and connect them
with their optical counterparts. Applications to pump-probe and four-wave mixing measurements are dis-
cussed.
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[. INTRODUCTION ments and a unified description of many techniques. The
NRF’'s are expressed as sumslabuville-space pathways
With the advent of intense femtosecond coherent x-raywhich provide an intuitive picture for the time evolution of
sources it is now feasible to carry out nonlinear spectrothe density operator. NRF'’s also disentangle the roles of the
scopic studies of atoms, molecules, and condensed-phakeser pulses and the molecular response, and the signal is
materials in the x-ray regiofi—16]. Most common are time- given by their convolution. In contrast, a wave-packet de-
resolved x-ray diffraction(TRXD) experiments which di- scription based on a numerical solution of the wave function
rectly probe structural changes induced by a visible or ultraef the externally driven system requires a separate calcula-
violet optical light pulse[1,2,4,8-10,14,16 The time tion for each spectroscopic technique.
resolution of these techniques has evolved from ni¢to This powerful nonlinear response formulation will be ex-
300 fsec[9]. Experiments have been carried out on crystalsended here to the x-ray regime. Several points of difference
[4,8,9,14,17, powderd 18], proteing[10], and liquids[8,18].  from optical techniques should be addressed. The response
Experiments using time-resolved small angle x-ray diffrac-functions are nonlocal in time and space. In the optical re-
tion have also been performed in large molecules and biogime the observed single-photon and multiphoton resonances
molecules[19]. X-ray absorption is another popular tech- are related to theemporalevolution and provide information
nique that has long been used in structure determinatiorabout characteristic frequenciésnergy levels of the sys-
Commonly used frequency domain absorption techniques intem). The spatial dependence on the other hand, yields only
clude extended x-ray absorption fine structyiXAFS)  a phase matching condition, e.g., the preferred wave vectors
[20,2] or x-ray absorption near-edge spectroscopyin four-wave mixing signals, but otherwise carries no useful
(XANES) [21]. These have been recently extended to timephysical information. The problem is that optical wave-
resolved pump-prob&XPP) spectroscopy where the absorp- lengths are hundreds of nanometers and the atomic level spa-
tion of an x-ray pulse is measured following an excitation bytial information is averaged out. One important difference
an optical pulse that prepares the system in a nonstationabetween x-ray and optical spectroscopy is the spatial resolu-
state[3,8,11,12,16 Experiments have been reported in thetion offered by x-ray wavelengths in the 1-15 A range,
gas phasg12] and in liquids[8,11,16. Frequency domain which is comparable to a bond distance or a lattice constant.
resonant x-ray emission was carried out in solid8—259  Performing grating experiments with a combination of x-ray
and molecule$26-28, and has been the subject of exten-and optical beams should provide a direct and unambiguous
sive theoretical activitf29—33. Resonant Auger emission probe of spatial coherence and motions of excitons and po-
spectroscopy is also a powerful probe for investigating thdaritons. This could not be achieved using optical transient
relaxation dynamics of the core excited state. Recently resagratings, despite considerable effp40—42.
nant Auger emission in the frequency domain has been ex- Another important aspect of x-ray techniques is that they
tensively studied both theoretical[{34,35 and experimen- probe the dynamics of charge and current densities rather
tally [36—39. than of the oscillator strength. Since charge distributions are
In this article we develop a unified correlation-function directly related to chemical bonding and structure, molecular
theory for x-ray nonlinear spectroscopies. The most compadtollisions and the creation and breaking of bonds can thus be
and general formulation of nonlinear optical spectroscopy isnonitored with femtosecond time resolution. TRXD and
based on nonlinear response functighlRF’'s) S™, which  XPP spectroscopy can therefore directly probe electronic and
are given by combinations of multitime correlation functions nuclear motions and can be analyzed without resorting to any
of the dipole operatdi39]. Their frequency domain analogs, additional information. In contrast, we cannot obtain from
the nonlinear susceptibilitieg™, are used to describe long optical nonlinear spectroscopy any information on the elec-
pulse experiments. NRF’'s provide the most natural meetingronic and nuclear motions in real space without some prior
point of theory and experiment: They allow a systematicknowledge and extensive simulations of potential energy sur-
classification of the information content of various experi-faces and transition dipole matrix elements.
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Since in the optical regime the wavelength is typically wheree,= (2% w,/Q)Y2 J(r) is the current density in the
larger than all relevant molecular coherence sizes, one cgsresence of the electromagnetic field,
treat the coupling of an optical field with the matter using the

dipole approximation. It is then most convenient to use the A . e’ . -

multipolar Hamiltonian39,43. In contrast, the x-ray wave- J(r)=j(r)— Z—mCA(r,t)o(r), (3a)
length is shorter than the molecular coherence sizes, and the

dipole approximation, which greatly simplifies the calcula- . et . . .

tions, no longer holds. When using the multipolar Hamil- 1= =——{g"(OV () —[V(r) ()}, (3b)

tonian, we have to take into account the higher order contri- 2mi

butions in the multipolar expansion, which makes the . . .

calculation much more complicated and harder to interpret. a(r)=¢"(r)g(r), (30

We therefore employ the minimal coupling-(A) Hamil- . .

tonian whereby the NRF's are expressed as multiple timé is the current density in the absenceAd(r,t), o(r) is the
correlation functions of charges and currents rather than ofharge density, and'(r) [#(r)] are the field creatiogan-
the dipole operator. The present formulation connects thaihilation) operators for the electron.

x-ray and optical terminologies, and allows a systematic When the radiation field is treated classically, we need
classification of various techniques according to different cri-only consider the following Hamiltonian for the material sys-
teria such as nonlinear orden)( resonant vs off-resonant, tem:

time vs frequency domain etc., as is commonly done in the

optical regime. H=Hmnatt Hint, (43
This paper is organized as follows. Starting with the mini-
mal coupling Hamiltonian, general formal expressions for Hine=H1+Hy, (4b)

nonlinear spectroscopy are presented in Sec. Il. The prescrip-
tion for the calculation of NRF’s to any order in the incom-
ing fields and the connection with various signals and detec-
tion modes are given. Nonlinear spectroscopies in the purely
X-ray region, such as x-ray pump-probe spectroscopy, multi- 5 -

wave mixing, and time- and frequency resolved emission Ha=50c) A (r,)o(r)dr. (4d)
spectroscopy are fascinating subjects, which can be readily

formulated in terms of NRF's. Application to pump-probe  From Eqgs(3), the expectation value of the current density
spectroscopy which is a third order technique, is given inat timet is given by

Sec. lll. Our results are discussed in Sec. IV where the rela-

H1=—JA(r,t)-f(r)dr, (40

2

2

tion with previous treatments is discussed as well. - e -
IO =)= 5AD(a (M), (53
Il. CORRELATION-FUNCTION EXPRESSIONS FOR
NONLINEAR RESPONSE FUNCTIONS e’

=THi(0)p(] =5 AT DTLa(Np(b)], (5D
We shall describe the radiation-matter coupling using the
minimal coupling Hamiltonian which may be partitioned into
three parts representing the mattét,}, the radiation field
(H;aq), and their interactionH;,):

where p(t) is the material density matrix. To describe the
dynamics of the molecular system coupled to the radiation
field, we expanc(t) in powers ofA,

Hiot=Ho+Hrag* Hint, (1a p(1)=pOt)+ pD(t)+- - -, (6)

where thenth order termp(™(t) is obtained by expanding

_ t
Hmd_% h©0q\Dg\Dy. (16) the Liouville equation pertubatively iHl;,, i.e.,

Hmt:—fj(r).A(r,t)dr. (10 p(t)=n§0 (f'i—)nf dfnmfdrlf dt, - - -

Hereb;A (bg) are the photon creatic(rannihilatigr) opera- Xf dt,G(tn) Line(Mn t—t,) G(t,— 1) - - -
tors with energyfi g, , wave vectorg, and polarization .
The vector potential(r,t) is given by X G(t) Lin(ry,t—ty—t,—1...—t)p(—),
€ 0
Ar,n=2> c—ep{bpexdi(q-r—wgt)]
™ g q q whereg(t) is the Liouville-space Green functid89],
+bhexd —i(q-r—wgt) 1}, 2 G(t)=6(t)e (ML, (8)
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In Eq. (8), 6(t) is a Heaviside step function and, is a Substituting Eq(6) into Eqg.(5b), we obtain the expansion
Liouville operator which is defined a§yp(t)=[Ho,p(t)].  of J(r,t) in powers ofA:
From Eqs(4b)—(4d), the Liouville operator corresponding to

Hint is Jr,H=2, JM(r 1), (10)
Lim(r.H)==Jr)- A1) 3 where thenth order nonlinear current density is given by
e? 2
= —jo(r)'A(",t)*’m:z(r)Az(r,t) (9b) J(”)(r,t)=Tr[jA(r)p(n)]— %:A(r,t)Tr[&(r)p(”‘l)].
=Lq(r, 1)+ Ly(r,1), (90 (1)

o ) Spectroscopic signals are given by the NRE® which are
where7, Jo, andZ are Liouville operators corresponding to defined as the kernels of the time-ordered expansion of

J,j, andg, respectively. JM(r 1),

|
J(Q(r,t):fdrnf drn,l---fdrlf dtnf oltn,l---fdtl

st(r;rn,rn_l, R N T ,tl)Axn(rn,t—tn)

XA\, (Mo b=ty =t )X XA (M t=th =ty = —ty). (12)

Upon substituting Eq(7) and Eq.(9) into Eq. (5b) and  and the definition of the polarization
comparing with Eq(12), we can calculate the NRF's to any
desired order. Closed formal expressions for the first, second, ~
and third order response functions are given in Appendix A P(t)Ef P(r,t)drEJ ro(r,tydr, (15
in terms of Liouville-space Green functions. In Appendix B
these are recast as combinations of ordin@tijbert-spacé e obtain the relation between the current density and the
correlation functions. polarization,

The expansion of the current in powers of the vector po-
tential comes naturally when using the minimal coupling 5 _ 9
Hamiltonian. The connection with experimental signals isEP(t)=f faa(r,t)dﬁ—f FV-J(f,t)df=f J(r,t)dr,
more clearly seen if we use different dynamical variables. (16)
Instead ofA, which depends on the gauge, we would like to
use the transverse electric fiel which is gauge invariant.

or
They are related by

dA(r,t _dP(r,Y)
- e, (13 0= 0

Similarly, the polarizatiorP is a more suitable material We thus have
variable than the curreid since it connects directly with the
signal. In the multipolar Hamiltonian we have a microscopic

expression for the polarization operafe(r,t) [43]. This ex-
pression is nonlocal, depends on an arbitrary choice of origin
and is not convenient to use except when the dipole approxithe Maxwell equations then read

mation applies. The current and charge density operators

used here are the natural variables since they are well defined 1 g2 4 3?P(r 1)

and local. We can nevertheless express the final result using VXV XE(r,t)+ — —E(r,t)=— — . (19
the polarization without defining a polarization operator. c? ot? 2 t?

From the equation of continuity

t
P(r,t)=f d7J(r,7). (18

Upon the substitution of Eq$13) and (18) in Eqg. (12) we
obtain a closed relation betwe®&(r,t) andE(r,t) involving

J J “
g o(n=ZTlep®]==V-Jry 19 jitterent response functions denotsé:

ot
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P@(r,t):fdrnj drn,l---f drlJ dth oltn,l-..fonl

X z S§\) _____ )\)\(r;rn:rn—lu ---:tn:tn—la tl)E}\ (rnyt_tn)'E)\ 71(rn—11t_tn_tn—l)x"'
Ny onn, Nn n 1Ms n n
XEy (i t—th—ty 1= —ty). (20
|
The relation betwee™ and S(™ is more compact in the lll. APPLICATION TO PUMP-PROBE X-RAY
frequency domain, when using susceptibilitigather than SPECTROSCOPY

response functionsand is presented in Appendix C. The
relation between the two types of response function in thel_h
time domain is simplified considerably when the slowly
varying amplitude approximation holds for the fields. We
shall expand the field as

Pump-probe is the simplest nonlinear optical technique.
e system is subjected to two pulses: the pump pulse ex-
cites the system into a nonstationary state which is then
monitored by the change in the absorption of a second pulse,
the probe, which comes at variable delaywith respect to
the pump. The pump may be either a visible pulse that pre-
E(r,t)zz E;(t)explik;-r—iw;t) +c.c. (21) pares the system in an electronically excited state, inducing
i various dynamical processes such as vibrational excitation,
bond breaking, etc., or a resonant x-ray pulse that induces
The wave vectors and frequencies for each fieldlgeg,.  inner-core excitations. In the following we assume a resonant
Since the field amplitudeg; change on a slower time scale x-ray probe. The incoming field is
than the optical periods2 w;, this is known as the slowly

varying amplitude approximatiof#4], and we get E(r,t)=E,(t+ne'kir—et g (tyelke et 1 ¢ c.,
26
SO(r:ry, o Ftn, .ty (20
1on whereE(t+ 7) is the temporal envelope of the optical pump
=I—S(”)(r;rn PP SR field peaked at timeé= — 7, while E,(t) is the x-ray probe
W1W3- - WpWg field peaked at=0. The pump-probe signal is generated in

(22)  the direction of the probe, which constitutes an intrinsic het-
erodyne detectiorks=k;—k;+k, [39] and in the slowly

wherew=* w;* w,* - * w,. varying amplitude approximation is given by

It should be noted that although we treated the optical
field classically our results represent the response to the ac-  Wpp(Kiws,Kow;7)
tual Maxwell field rather than to the external field. This ap-
proach does not treat rigorously the radiative corrections to ocwzf drf dtIm[E3 (1) PC)(r t)e (ke =2t
the response functions, but treats them at a mean field level
by including the field irradiated by the material in the actual
field. This issue is discussed in detail[#5—47. =w,Im J dtE,(t)P®)(kq,t)

To calculate specific signals we expand the polarization in

k space, .
P oc—%f drf dtIm[A% (1)I®)(r,t)e (ke T2,

PO(r,t)= >, PM(ke,t)exp(iks r), (23) (27)

. o . We further assume that the time delays long to ensure a
wherekg is any combinatiorks= * ki*k,*---*k,. Vari- sgquentia(pump—firs) time ordering. ys long
giui::ei;ecgi?enn rgodes are possible. The homodyne detecte Since all fields are resonant, we can retain only the first
9 9 y term in the coupling Eq(4c) and we neglect Eq4d). We
note that the field-matter interaction contains both linear and
Ws:f |PM(kq,t)|2dt, (24  bilinear terms in the vector potential. Generally both terms
are important. The linear term is proportional to the electron
_ _ velocity and therefore dominates the interaction in the reso-
whereas heterodyne detection gives nance region where electron motions are fast. On the other
hand, for high frequency radiation fields the electron veloci-
ties are low and the interaction is dominated by the bilinear
- * (n) . . ,
Ws wslmf EL(DP (ks, t)dt. (25 term, which does not include the electron velocity. In the
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dipole approximation utilization of a certain sum rule makesaction can be represented as a linear coupling with the elec-
the interaction linear in the electric field. This can betric field only if we neglect the magnetic terms in the multi-
alternatively explained as follows. Performing a gaugepolar gauge. In general the interaction involves the vector

transformation to the multipolar gaudé8], the interaction
becomes linear in the electric fieldlectric termsand linear

potential as well and includes linear and bilinear terms. We
also note that at low frequencies the response with respest to

and bilinear in the vector potentiéinagnetic terms If the  the vector potential tends to zero and the response with re-
latter can be neglecte@.g., when the dipole approximation spect to the electric field becomes finite, which means that
holdg the interaction becomes linear. Adopting this the apparent zero frequency poles in the right-hand side of

language the interaction becomes linear by means of th

Eg. (220 must cancel once the response is properly

gauge transformation. These two explanations are equivalegglculated.
since the aforementioned sum rule is the consequence of Substituting Eq(A5) into Eq.(27) and replacing the vec-
gauge invariance. We emphasize that the system-field inteter potential with the electric field, we obtain

11
pr(kla)l,kzwz;T)ZE Ref dl’f dr3f drzf drlf dtf dtgf dtzf dtl(Ef(t_t3_t2_t1+ T)El(t_tg_tz

(1)%(1)2
+7)Ex(t—t3)E5 (t)exd —iky- (ry—rp) +iky- (rz—r)Jexd —ioity +iwotg]{Ry(r;rarorqtstoty)
+R3(r;rararitataty) }+Eq(t—ty—to—t+ )ET (t—t3—to+ 7)Ex(t—t3) E5 (1)

Xexgiky-(ry—ry)+ika(rg—r)lexgiogt; +iwotg]-{Ro(r;rarortataty) + Ra(r;rararitataty)}).

EachR; represents a distinct Liouville-space pathway contri-

(28)

Ry={(J(r,ty+1t,+1t3)](rg,ty+1,)j(ro,t1)j(r1,0)).

bution to the response, as shown in Fig. 1. The correspond- (29d)

ing correlation-function expressions are

Ry=—(J(r1,0)j(r,ty+ty+1t2)](ra,ti+1t5)j (ro,t1)),

In the above expressiongr,t) are the Heisenberg represen-
tation.[See Eq.(B4)].

(299 Alternative expressions for these correlation functions are
A A A A given in Appendix D.
Ro=—(j(ra,ty)j(r,ty+to+1t3)j(ra,t1+1,)j(ry,0)), Let us consider an experiment conducted with an optical
(29b) pump and x-ray probegy (g'), e (e’), andf stand for the
A . . . vibronic eigenstates of the ground, excited, and final elec-
Ra=(j(r1,0))(ro,ty)j(r,ty+t5)j(rs,ty+tr+1t3)), tronic states, respectively. These correlation functions can
(290 also be recast in the form of sums over eigenstates:
|
R;=— Ee; P(Q)ier(Nite(Ta)ieg(r2)itrg(r)lfer(ta)l e (t2) I ger (1), (309
ge€f
R2:_ 2 P(g)je’f(r)jfe(rs)j:rg(rZ)jeg(rl)lfe’(tS)Iee’(tZ)leg(tl)a (30b)
gee'f
Rs= Zf P(@)jgi(Nitg(ra)iye(ra)isgri)lgr(ta)l ggr(ta)lge(ta), (300)
gg'e

Ri= 2 P(Q)jgi(Nitg(ra)igre(r
gg'ef

06340

Deg(F)lg(ta)lgrg(ta)leg(ts). (300
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I,,/(t) is an auxiliary function denoting matrix elements of . .
the Green functiorgi(t) [Eq. (8)], i.e., drj(r)exg —iR-r]
e ] 1
Ly (D=0t ex —iw,yt—T ], (31) =—2 2 exl-ik-R];
LI aa’
wherefw,, =€,— €,/ is the transition frequency, arld,, X f dr{aT(I)a (1 ’)<p*(r—R|)(.§ch /(r—RV))
is the dephasing rate of thes' transition. As is clearly seen o “ ' “

from Fig. 1, there are contributions from the ground state 7

population R; andR,) as well as from the optically excited +aT/(| Nay(D| —=Ve*,(r— RI’)) @, (r— R|)] )

state populationR; andR,). “ P

Since we assume that the pump and the probe are tempo- (35)

rally well separated, we can split Eq®8) into two parts

representing the actions of the pump and the probe. This is

known as the doorway window pictuf89]. The signal may without loss of generality, we can assume that each atomic

then be expressed as the current density correlation functiof)te has a single core state denotednvoking the rotating-

with respect to the nonequilibrium density opera@?(t):  wave approximatiofRWA) we can then taker' as a core
state denoted. Taking into account the strong localization
of the core wave functiorp.(r —R,;) around the sitd, we

11 ,
- obtain
Wep=> wiszeJ drfdr;;f dtf dt,

X E;(t)Ez(t_t‘g)eXF{”(z (rg_r)+ i wztg]

If><fl I f><fl
XT O} et tp@t-t)]. (32 . "
. . o . kzw,z,fnt; 202 o — R‘-kzwz
All the information about the excitation is now carried by K7
p3)(t—t3), which is given by A R
I r
IRy P S Rl TR S
lg><gl kiw, lg><gl
X[[(rat=ta—ta) [ (r1,t—ti—t,—ta),p( —o)]] @R, @R,
XEq(ry,t—ti—t,—tg) Eq(rp,t—to—t3). (33 o, lg><g! kw, Ig><gl

This density operator represents the molecular state at time 1f> o
t—t5 following the pump excitation. The ordinargtation- T3
ary) x-ray absorption spectrum is obtained by simply replac- kW,
ing p@)(t) with the ground state density matrp(—) in
Eq. (32.

To examine the role of spatial coherence in pump-probe
spectroscopy, we shall expand Eg2) in a localized basis

set. The field operatorg(r) and ¢'(r) in Egs.(3) can then
be represented by

ta

r, ki w,

y |<el
r k1 w1
lg><gl
(iii) R; (iv)R,

FIG. 1. Pictorial representation of the Liouville-space pathways
B(r)= — 7T = *(r— T contributing to the TRXA. Each pathway corresponds to the NRF
wAr) ; ealr=RIAL),  47(r) ; ealr=RIa(), of Rj (j=1-4) in Egs.(32). g (or g'), e (or &), andf stand for
(34)  vibronic eigenstates belonging to the ground, the excited, and the
final electronic states, respectively. For optical pump/x-ray prebe,

N o ) (or e') stand for vibronic eigenstates of the optically excited state
where a,(1) [a,(l)] are annihilation(creation operators  andf for those of a core excited state. For x-ray pump/x-ray probe,
for the electron in the atomic state and at a sitd, and e (ore’) represent vibronic eigenstates of the core excited state, and
¢,(r—R)) is the corresponding atomic wave function. Sub-f represents those of either a doubly core excited state or the ground
stituting these into Eq(3b), we obtain state.
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. XANES techniques. In EXAFS the core electron is excited
J' drj(r)yexp(—ik-r) to the high energy continuum and the photoelectron is scat-
tered by the surrounding atoms. EXAFS is attributed to the
. . interference of the outgoing and backscattering waves of the
ZEl ; exp(—ik-R)jacfab(Dac(l)+H.c}, photoelectron from a core excited atom and it has been in-
terpreted in terms of the multiple scattering of the photoelec-
(36) tron from the surrounding atoni20]. The Fourier transform
o ) ) ) of the signal as a function of the wave number of the photo-
where |, is the atomic current density matrix element be-glectron directly gives us the radial distribution function
tween the core stateand the high energy state around the core excited atom. It can therefore probe the local
structure around the selected core excited d@o21]. Thus

: —ER dr o EV 3 time-resolved EXAFS has become a powerful tool for inves-
Jac™ e Fa(r) i ¢clr) - (37) tigating optically-induced local structural changes of materi-
als such as molecules in liquids, amorphous compounds, and
Substituting Eq(36) into Eq. (32), we can write crystals[8,11,132.

On the other hand, in XANES the core electron is excited

A . . _ to a bound state just below the ionization threshold. XANES

J drj drge™20s OTj(r, ) (r3,t—t3)p@(t—t3)] spectra typically consist of several well-resolved lines corre-
sponding to core electron transitions to unoccupied molecu-
lar orbitals or to core exciton states in the condensed phase

= 2 2 acl arce? (RITR) [21,49-52. While EXAFS can be interpreted by the solution
N aa of a single body problem, in order to interpret the origin of
xTr[e("h)HOtaZ(l)aa(l )e—(i/fi)HotsaZ,“ Nag(l") these spectral features it is necessary to take into account the
many-body effects of electrons due to the attractive core hole
% e*(i/ﬁ)Ho(t*ta)T)(Z)(t_tg)]_ (38) potential, which causes the charge redistribution of the elec-

trons in the core excited stafd9—52. These distinct reso-

The charge transfer of the core states between the differefi@nce states of the core excited state lead to the chracteristic
atomic sites is usually neglected. Under this condition, we'€sonant enhancement in nonlinear spectroscopy in the x-ray

retain only thel=1" terms in Eq.(37), so that the pump- region, such as resonant x-ray emission and x-ray pump and
probe signal can be represented as the sum of the absorptigrfay probe spectroscopy, which is essential for investigating
spectrum for each atomic site: the relaxation dynamics of the core excited states. This will

be studied in a forthcoming paper.

pr=§|: Wop, (39) IV. DISCUSSION

In this paper we have developed a unified formalism that
whereW,, stands for the atomic absorption spectrum forestablishes the formal connection between various nonlinear
thelth site: spectroscopies in the x-ray region. Starting with the minimal
coupling Hamiltonian, we expanded the density operator in
1 1 powers of the electric fields, and obtained formal expressions
W'F,F,:E Z—Ref dtf dtzE5 (t)Ex(t—tg)exdiwots] for the various signals in terms of the NRF’s. These in turn
wW3 are represented as combinations of multiple-time correlation
ot n ~2) functions of the current and the charge density operators.
XTrjr(D]i(t—tg) p(t—tg) ]. (40 Since the NRF carries all the relevant material information, it
can be applied to a broad range of nonlinear spectroscopies,
In Eq. (39), ],(t) is the atomic current density operator in the which differ in the temporal sequences of pulses as well as in
Heisenberg representation , their frequencies and wave vectors.
Time-resolved x-ray diffraction is formulated in a similar
. way in Appendix E. The TRXD signal can be recast in the
=2 jacai(ac(). (4D form

1
As a result of neglecting charge transfer of the core states Wygxp= — 2—2Ref drf drgf dtf dtzEf (1) Ei(t—tg)
between different sites there is no spatial correlation in Eq. o

(40), and the signal is simply expressed as a sum of atomic : R

absorption spectra. Therefore the x-ray pump-probe spec- XexiAk: (r=rg) ~iAots]

trum does not produce information on the spatial coherence XTH o(r,t)o(rs,t—ts)p@(t—ts)], (42)
of core hole states and the signal has been traditionally in-

terpreted using a single site model. which is formally very similar to Eq(40). In Eq. (42), Ak

Equation(28) describes both time-resolved EXAFS and =k,—k; is the x-ray scattering wave vector addv= w,
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—wj is the energy loss. EquatidA?2) represents an ordinary other hand, due to the strongly localized nature of the core
x-ray scattering intensity provided we replapf)(t—t;)  States, spatial coherence is not important in the pump-probe
with the ground state density operatof—=). WhenAw  t€Chnique. . . _
=0 it represents ordinary x-ray diffraction, but farw+ 0 it By representing both TRXD and XPP techniques using
gives inelastic scattering processes. Equafit®) shows that NRF’§ in Liouville space, |t_ becomes clegr that we have to
TRXD is obtained as the convolution of the Fourier trans-{ake into account contributions from excited stafg (and
form of the optically induced dynamical strucure factor with Rz2) as well as ground stateR¢ and R,) populations. The
the x-ray probe pulse. The optically induced dynamical'atter contribution was neglected in earlier stgdlfes which as-
structure factor can also be measured by time-resolved ele§med a strong field molecular-pulse excitation[2,3].
tron energy loss spectroscof§3,54. Strong field optical experiments are _harder to interpret due to
There have been a large number of theoretical and experfomplex photochemistry and the involvement of a large
mental studies of resonant frequency domain x-ray scatteringumber of high excited electronic states. Ground and excited
in the condensed phase and on single moled@627,29— State contrlputlons can bg separated using the_cohere_nt Ra—
32,55-63. Except for a few studief80,55,64,6% almost all Man scattering technique in the purely x-ray region, which is
of these theories are based on the Kramers-Heisenberg e&-nonlinear four-wave mixing x-ray spectroscopy. Nonlinear
pression. The x-ray scattering intensity is proportional to theSPectroscopies in the x-ray region should provide powerful
incident x-ray intensity and technically the process belong®robes for investigating electronic states, relaxation pro-
to the domain of linear spectroscopy. However from a theo€€sses, and energy transfer mechanisms with high spatial
retical viewpoint this process may be described using thirdesolution. The temporal and spatial coherence in the mo-
order NRF’s, and it is therefore closely related ) and  lecular excited states could be directly probed as well. For-
can be thought of as a nonlinear spectrosd@$}. In order mal expressions for these techniques will be presented in a
to clarify the role of temporal and spatial coherence in resoforthcoming paper. _ _
nant x-ray scattering processes, it is highly desirable to for- The absence of spatial coherence in the pump-probe spec-
mulate them using NRF’s which can be interpreted usingfum is attributed to the fact that the x-ray absorption is rep-
Liouville-space pathways. The contributions from the fluo-resented by two-point correlation functions. As a result of

separated using this approach. the two site indices for the core state must be the same. On

Phenomenological theories of TRXD and XPP were de_the_other hand, since the time- and frequency-resolved x-ray
veloped in analogous ways to those for stationary x-ray dif€mission spectroscopy and x-ray pump x-ray probe spectros-
fraction and x-ray absorption proces$@s3,5. The signals OPY are r_epresgnted by four-po!nt correlation functions they
are simply given by correlation functions of the charge den<ontain direct signatures of spatlal cohgrence Qf the core 'hole
sity and the current density, respectively, where the expectatates. In these spectroscopies, the single site model is no
tion value is taken with respect to the time-evolved statdonger applicable[26,56. The theory of these interesting
after the optical pump pulse excitation rather than for thePurely x-ray nonlinear spectroscopies will be presented in a
ground state. The approach is based on a wave-function dérthcoming paper.
scription where transition amplitudes are calculated first and
the products of such amplitudes are subsequently summed to ACKNOWLEDGMENTS
obtain the signal. Liouville space has many advantages over

wave-function-based descriptions. Wave functions do not NS work was partly supported by a Grant-in-Aid for
have a classical counterpart, making it hard to develop scientific Research from the Ministry of Education, Science,

simple physical interpretation for the sigri89]. In the per- Sports, and Culturg in Japa.n. We gratefully acknowledge the
turbative expansion of the wave function time variables aréUPport of the National Science Foundation and the Petro-
not fully ordered and have a much less clear physical mearl€Um Résearch Fund administered by the American Chemi-
ing, and it is difficult to assess the relationships among dif-cal Society.

ferent nonlinear spectroscopies. In addition, dephasing pro-

cesses cannot be introduced unless the wave function APPENDIX A: LIOUVILLE-SPACE EXPRESSIONS
describes the entire system, which is impractical for large FOR THE NRF

systems. . . . )
Even though the intensity of the TRXD signal is propor- In this appendix we present expressions for the first, sec-
ond, and third order nonlinear current density. These are ob-

tional to the incident x-ray beam, it is represented in the”'’ S X .
same way as in pump-probe spectroscopy, which is regardéalned by substituting the perturbative expansion of the den-

as an optical pump and x-ray probe nonlinear spectroscopyy Matrix[Eq. (7)] into Eq. (11).
The similarity of the two becomes particularly clear when 1Ne first order current density is given by
the NRF's are depicted in Liouville space.

Despite the similarity of the Liouville-space pathways for (1) _ ” 1) (. _
TRXD and XPP, spectroscopies there is an important differ- Ay le f drlfo LSt Ayt t),
ence between these two spectroscopies with regard to spatial (A1)
coherence. In TRXD, spatial coherence is detected through
the optically induced dynamical structure factor. On thewhere the linear response function is written as
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i e’ .
Sg\ll))\s(r;rltl): g«jxs(r)|g(t1)u70>\l(r1)|P(_°°)>>_ 2_mc<<0(r)|p(_m)>>
XO(r—rq)6(ty) 6y, (A2)
The second order nonlinear current density is given by
J(AZS)(r,t)=A§2 f drzf drlf dtzf dtls‘fz)xlxs(r;rzrltztl)sz(rz,t—tz)AM(rl,t—tz—tl), (A3)
where the second order NRF is
i\2 . e? i\
S (Mol atoty) = g) (U (NG(t2) Ton(r2)G(t1) Ton (1) [p(—=))) + m( - g){<<jAs(r)|g(t1)3(r1)|P(_°°)>>
X S\ 0, 8(r2=11) 8(ty) +((a(1)|G(t1) Tox (r1) | p(—))) Sy 5 (1 =12) 8(12)}- (A4)

The third order nonlinear current density is given by

Jg\?(r,t)=)\)\2}\ f dr3f drzf dl’lj dtgf dtzf dtlsg\?;))\z)\l)\s(r;r3r2r1t3t2t1)
3h201

XAN(r3,t=t3) Ay (o t—tg— 1)) Ay (r1 t—ta—tr—ty), (A5)

where the third order NRF is written as

i\ 3
S&i&zhlhgr;r3r2r1t3t2t1>:<—)( - ,',L—) (I (N1G(t3) Ton,(12)G(t2) Ton (1) G(t1) Ton, ()| p(—)))

2 2
"'( - e_> ( - %) {0 (N19(ta) Z(r3)G(t1) Ton, (1) (= 2))) 8y 0, 8(r2=13) 8(t2)

2mc

+((Ia(N1G(ts) Tor (1) G(t2) Z(r2) |p(—2))) Sy, 82— 11) 8(ty)

2 \2 H
+<<€r<r>|g(tzwoxz(rz)gulmml(rl)|p<—oo>>>6xgxsa<r—r3>6<t3)}—(e—) (—,',l—)

2mc
X(((}(r)|g(t2)2(r2)|p(—00)>>5}\3>\55>\2x15(r—r3) O(ra—ry) o(t3) o(ty). (A6)
[
APPENDIX B: CORRELATION-FUNCTION EXPRESSIONS S@,, (Firantt) =S+ 5@, B2)

FOR THE RESPONSE FUNCTIONS

Below we give explicit expressions for the first, second, 1 . ~ .
and third order nonlinear response functions with combina-S{’= — ~—(J, (r,ta+t1)[],(r2,t0).[1x,(r1,0),p(—)11),
tions of ordinary(Hilbert space correlation functions. h

The linear response functigiqg. (A2)] may be written as

@_ 1€ . . )
Si= = 7| ame {a(rtlo(r,0,p(=2) )y,

Sipririt)=8{V+sP,
. X 6(rp,—rq)o(ty)
S= (L. 0 p(—=)]), (BD) (G, (r1,0)p(—=) ) By,
- X 8(r—ry)8(ty)}.

sif)=- 2mc<(}(r'0)9(_“)>5(r’rl) (1) y - The third order NRHEQ. (A6)] is given by

The second order NRFEQ. (A4)] is given by S(A?Azhks(r;r3r2r1t3t2t1):S'(3)+S'('3)+S'(ﬁ)' (B33
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i 2 2
S{¥=- ﬁ(l a(Mtatta T[] (s ts

+t),[0x,(r2,t0),[0x, (11,00, p(=)11D),
(B3b)

1

@_1( € ;
S 2\ 2me {(h(rts+ty)lo(rs,ty)

X[1x,(11,0),p(= )11 ) 1, 8(r2—13) S(t2)
+ (I (Nt Tt (ra 1) [0 (r2,0),p(— ) ]1)
X\, 01— rl)5(t1)+<&(r,tz+t1)[jx2(r3at1)

X[Jx,(r1,00,p(=2) 1D Sy, Sun S(r —T3) 8(t3)},
(B3c)
i[e?\? . R
Sfﬁ>=g(ﬁ) (o(rt)[a(r2,0).p(=) 1)\ 1 S,

X O(r—rg)é(ry—rq)d(ts) o(ty). (B3d)

PO (r,w)= !
(2m)"

These are connected &™ via the Fourier transform

S (rwiry, ... f 00, ... 01)

=fdw1,...,f donS™r;(ry, ... Fi,ty. .. 1)
Xexq|w1t1+|(w1+w2)t2+

A similar definition can be introduced for the current/vector
potential response functioh&q. (12)]. Comparing with Eqg.

(C2) we get
S (rwity, ... F1,0n, .. 01)
ilfn =)
- n .
wle"'wan (rw,l’n,...,rl,wn, ...,(1)1)_
(C4)

PHYSICAL REVIEW A 63 063405

In the above equations, (r,t) and o(r,t) are the current
and charge density operators respectively, in the Heisenberg
representation, i.e.,

ix(r,t)zexp{%—Hot ]Aex;{—;i—Hot} (B4)
and similarly foro(r,t).

S® has three contributions: four time correlation func-
tions of current densityEq. (B3a)], three time correlation
functions of current density and charge densiy. (B30)],
and the two time correlation functions of the charge density
[Eq. (B3d)].

APPENDIX C: NONLINEAR SUSCEPTIBILITIES
IN THE FREQUENCY DOMAIN

Exact compact formal relations betwesH” andS(™ can
be derived in the frequency domain. From E#j7), the re-
lation of the Fourier components for the polarization and the
current density is written as

P(r,w)IIZJ(r,w). (C1

Here the nonlinear response functions are replaced by the
susceptibilitiesS(™ defined as

fdwln-fdwnf drl.--fdrn"S(”)(rw;rn,...,rl,wn,...,wl)El(rlwl)x...xEn(rnwn).

(C2

APPENDIX D: NRF'S FOR TRXD AND PUMP-PROBE
TECHNIQUES

Below we present the explicit expressions for the NRF's
for the TRXA[EQ. (29)] and the TRXD[Eq. (E8)] techng;i-
ues.

Equations(29) are recast in the forms

Ry=—Tr[j(ry)el/MHoltttatta)j(r)e=(/MHots] ()
(D1a)

R,= — Tr[ el/MHota] (1 ) ei/MHo(tz+ )] (1) e~ (I1Hota] (1)

% e*(i/h)HotZ]\(rz)ef(i/h)Hotlp( _ OO)]'

x @™ (MHoltz W] (1) p(—c0)], (D1b)

Ry=Tr[} (ry)e@MHota] (1) eliMHo(tz+ 1)} (1) g~ (MMt} (1)

Xef(i/ﬁ)Ho(tZthl)p(_w)], (ch)
Ry= T oot 2+ 9] 1) o 0P 1
x e~ (Mot (1)@~ (/0] (1) p(—oc)].
(D1
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Equations(E8) are rewritten as follows: |pr(—%)))=|ng=0,ng=0)), (E3
R;-(D:Tr[e(i/ﬁ)Hotlj\(rz)e(i/h)Hotza,(r3)e(i/h)H0t3(}(r)

and the total(material + field) initial density operator is
x e~ (MHo(ta+ 2+ 1] (1) p( —o0)], (D2a) given by

RED=Tr{(ry) elMHolts* 251 ) e/t (=) =lp(==))lpr(==)),  (E4)

—(ilh)Hp(ta+15)% —(ilf)Hotq
xe o (ra)e “tp(==)], where|p(—))) is the equilibrium material density opera-
(D2b) tor.

R§D= T () eW/Hol] (1 ) el Hot2g 1 ) The operator representing the photon emission rate is

x el oty (r) e~ (1MHolta+t2+10) o — o0, d i
(D20) A@Eab;bszg[Hintab;bs]- (ES)
RXP= — Tr[eli/MHo(t1*t2) (1 ) el Matagr(r)
In TRXD the x-ray energies are far off resonance from any
x @~ (1MHo(ta*12)j (r,) e~ (/MHoj (1 ) p(—a0)]. m_ate_rial excitation energies. We can thus neglecHheon-
tribution to Eq.(E5).
e time- and frequency-resolved photon emission rate is
(D2d) The ti df lved ph issi i
given by ((Nglp(t))). When p(t) is expanded perturba-
APPENDIX E: TIME-RESOLVED X-RAY DIFFRACTION tively in H;,;, we find that the lowest order contribution to

In TRXD experiments the system is irradiated by the op—TRXD is third order inHin . From Eq.(7), we obtain

tical pump pulse, and then the x-ray probe pulse is scattered
after a time delayr. We assume that the frequency of the ks
x-ray probe pulse is detuned far off resonance from any ex- r Ko, X k.o,
citation of the material. t ts
In this appendix we derive an expression for the TRXD kiw; r; kiw; I
signal in terms of the NRF's. As indicated in Sec. |, even K 0; Kw;
though x-ray scattering intensity is proportional to the inci- t2 .
dent x-ray intensity, the process can be formulated as a non- le> <el
linear response. The apparent contradiction comes from the r;
fact that the x-ray scattering process involves one strong in- ri] u ko,
coming x-ray field and the scattered x-ray mode which has ko,
no photons initially. X-ray scattering can be viewed as a ki, lg><gl Ig><gl
consequence of vacuum fluctuations of the x-ray radiation (i) R® (i) R®
field. This mode, therefore, should be treated quantum me-
chanically, and unlike a classical field it does not show up in

le"><e' Ko, le><e'l

o
v

=
s
= <
= A
0—

kl(l)l

. . ; Ig"><g"| ko, lg><g'
the signal through its amplitud&9]. ke 8778 % .
We expand the vector potential as ':ﬂri k.0 | HON
t3 6 :
A(I’,t)=A1(t+ T)exn:|(k1r_(1)1t)]+A|(t) ki(l)i r; ki i Is
. . ki(l)i kiwi
xXexdi(ki-r—wit)]+ A t)exdi(ks r—wgt)] b | g lg>
kiw
+c.c., (E1) ko, |
. I
whereA,, A;, andA, denote the optical pump, x-ray probe K f:ﬂr]t_]
pulse, and scattered x-ray field, respectivély.and A, are | | ki, 101 le><el
classical functions and only the scattered field is treated g><e o
quantum mechanically, i.e., (iii) R5® (V)R
€ € FIG. 2. Pictorial representation of the Liouville-space pathways
A =c(&) b A* :C(&) b (E2) contributing to the TRXD. Each pathway corresponds to the NRF
S wg) S wg) ° of R'® (j=1-4) in Eqs(24). g (org') ande (or e’) stand for the

o o ~__ vibronic eigenstates of the ground and of the excited electronic
Hereafter, we will eliminate the polarization direction indi- states, respectively. When the pump pulse is in the optical region,

ces for simplicity. S (or €’) represent vibronic eigenstates of the optically excited state.
The scattered x-ray field is initially in the vacuum state,When the pump pulse is in the x-ray regian(or e’) represent
so that its density operator is vibronic eigenstates of a core excited state.
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{UN¢p®(1))) for an optically excited two-electronic-level system. When
the x-ray energies are far off resonance we need not specify
1 the electronic levels for the x-ray excitation. Equati@®)
= dff dfsf drzf dflf dtsf dtzf dt, has many terms when evaluated, since edgh is a com-
h mutator which can act either from the left or from the right,
t _ _ and can represent coupling with either the optical or the
X((bsbd| Lo(r,DG(ta) Lim(ra 1~ 1) G(12) x-ray field modes. However, under the rotating-wave ap-
X Ling(Fo,t  —t3—t)G(t) Ling(ry,t—t3—tr,—t;) proximation, the number of these terms can be greatly re-
duced. Furthermore, we assume that the time delajthe
X|pr(—==))). (E6)  x-ray probe pulse is long compared with any relaxation time

scale of the material, so that coherent components in Eq.
(E6) can be neglected. After integrating ovierthe compo-
We shall now apply this formula to calculate the TRXD nents of Eq(E®6) that survive the RWA are

Wrrxp(Ki1o1,Kjo; ;T):f dt((N¢[pB(1)))

1
“ZﬁRej dl’f drsf drzf dl’lf dtf dtgf dtzf dtl
w10

X{El(t_t3_t2_t1+ 7')E1c (t_t3_t2+ T)Er(t_tg)El(t)
X [RYP(r;rarorqtataty) + REP(r;rarortatoty) Jlexd —iAk- (r—r3)Jexdiw it +iAwts]}
+{EI(t_t3_t2_t1+ T)El(t_ts_t2+ ’T)Er(t_tg)Ei(t)[R)z(D(r;r3r2r1t3t2tl)

+REP(r;rgroratstoty) Jexd —iAk- (r—rg)lexd —iwit; +iAwts]}. (E7)

The signal intensity is now represented by the electric fietdther than the vector potentidl This is done using the relation

A=E and the slowly varying envelope approximation. In E§7), Ak=k,—k; is the x-ray scattering wave vector and
=ws— w; IS the energy loss. In the above expression we assumed the dipole approximation for the optical pump pulse and set
k]_:O.

The Liouville-space pathways corresponding to these four terms are depicted in Fig. 2. The correlation functions
R® (j=1,....4) are written as

RXP=(j(ry,t1) (3, t1+t,) (1t +t,+13)] (r1,0)), (E83
RXC=(j(r1,0)0(r3,ty+ 1) (1, ty + th+ta)] (F,t)), (ESD)
Ry =—(J(ru0j(rz,t) o(rs, ty+to) a(r,ty +to+t3)), (E80
RXP=—(a(r3,ty+t)o(r,ty+t+1t3) (r2,t1)j (r,0)). (E8J

In the above expressiong(r,t) anda(r,t) are the Heisenberg representations of the current density and the charge density
operators, respectively. Explicit expressions in the correlation functions are listed in Appendix D. These correlation functions
can also be written by the sum over eigenstates representation,
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RTD:QEE P(Q)0ere (N0 (15)i (T2 Jeg(T D) eer(ta)leer(t) eglta), (E9a)
R§°=ge(26,e P(9)0ere(r) 0per (Fa)eg(T2)rg(Fi)l eer(ta)lee (t2)ger(ta), (E9b)
R3°= —gg%e P(9)0grg(N g (13)i 51 o(T2)i 5T 1) ggr(ta) ggr (t2) 1 gelt), (E90
R;"= —gg%e P(9)Tgrg (N gg(1a) i o(F2) i 5(r) grgn(ta)lgrg(ta)leglty), (E9d)

whereg andg’ denote the vibronic eigenstates for the ground electronic states ané’ are vibronic states belonging to the
optically excited electronic state. The population probability in the ground state is denotedgby j,; and o,z (a,8
=g,9’,9",e,e’,e") are the matrix elements of the current density and the charge density, respectively.

It should be noted that in the pathways ®° andR3" the system is in the optically excited electronic state duringthe
period, while in theR3® and R;® pathways it is in the ground electronic state.
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