JOURNAL OF CHEMICAL PHYSICS VOLUME 116, NUMBER 12 22 MARCH 2002

Collective many-body resonances in condensed phase nonlinear
spectroscopy
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The optical response of assemblies of electronic and vibrational chromphores may show two types
of collective resonances induced by either direct short-range coupfinigiple quantum coherenge

or by long-range macroscopic local field and cascading processes. Using a unified approach for both
types of resonances, we demonstrate how specific signatures in line shapes, phase profiles, and
density dependence may be used to distinguish between the two. New high harmonic resonances at
combinations and multiples of optical frequencies of the single exciton transitions are predicted in
thek; +k,—kz four wave mixing signal for several model systems. 2002 American Institute of
Physics. [DOI: 10.1063/1.1427721

I. INTRODUCTION of motion for a single molecule driven by the local fiéld.
The limitations of the local-field approximation for modeling

. The nonlinear optical response of systems with high denFesonant techniques were pointed out and a unified treatment
sity of chromophores depends on the fact that each chro-

) ! e o of nonlinear signals that goes beyond the local-field approxi-
mophore is driven by an external local fiekl which is

k ) g . mation, and includes genuine many-body effects, was subse-
different from the averagéMaxwell) field E. This gives rise

quently obtained using the nonlinear exciton equations of
motion (NEE),*°~*2 which include additional dynamic vari-

can induce new resonances and other interesting COIIem'vgbles involving few molecules. The local field approximation

many-_body effect§ t_hat ne_ed to be accountecj for in the mteri-s then recovered as the lowest order in a systematic hierar-
pretation of multidimensional spectroscopies.Chromo-

. . N . chy when all dynamical variables are factorized into prod-
phores with nonoverlapping charge distributions couple in . .
ucts of single molecule variables.

two ways® short-range microscopic interactions depend on . .
y 9 P P Coherent femtosecond measurements provide a direct

the longitudinal electric field and may be described by re_é%robe for resonant transitions of coupled electronic and
placing the chromophore eigenstates by those of aggregat vibrational chromophores®*13-1Sjgnatures of local field

Long-range coupling occurs via thensverseelectric field q i tound in f qf .
which is generated by one group of chromophores and inte@Nd cascading were found in emtO_SgCO“ our wave mixing
als in GaAs quantum wets?? and in the gas

acts with the others. These interactions can be described bi'/g"‘ 305 ; _
the meandocal’) field approact:’®where the effects of in- phase?®>~2°femtosecond fifth order Raman measurements in

terparticle interactions are incorporated through an effectivanolecular .I|qu|.d.§'6'27 and enhanced magnitudes of off reso-
: o : nant polarizabilitieg%1128
local field which is related to the external Maxwell field by Nant polariza _ B _
the Lorentz Formul&.This implies that the coherent polar- In this paper we provide a unified treatment of the sig-
ization generated within the sample adds to the electric fieldfatures obothtypes of coupling in the third order nonlinear
and creates new interactions. The mean-field approximatioF?SponSé- We predict and analyze new high harmonic reso-
is justified for the long-range interactions where microscopic’@nces originating from destroying the time ordering of the
details are averaged out. Such details are included in thi@cident fields by the local field which were found in
short-range direct interactions. Combining both contributiondVMR****and should be directly observed optically.
provides a rigorous description of the optical response. Third order time-resolved nonlinear spectroscopy offers
The connection between macroscopic susceptibilitieg variety of different techniques characterized by their pulse-
and microscopic polarizabilities is crucial for comparing Sequence, wave-vector geometry and pulse frequehties.
computed polarizabilities with condensed phase measuré four wave mixing experiment, three electric fields interact
ments and has drawn considerable attention since the eanyith the system and generate a polarizatiand a signalin
days of nonlinear optics. In the simplest approach, the Clauthe directionsks= *k;+k,*k3.* To clarify the origin of
sius Mossotti expression for the dielectric function based olifferent kinds of many-body resonances, we will concen-
the local-field formulation of the linear resporideas been trate on one technique, the reverse photon €&fRB with
extended to the nonlinear resporisknis level of theory has  ks=k; +k,—ks, where the first two pulses( andk,) are
been primarily used to compare computed frequency-domaitime coincident. However, similar effects will show up in
off resonant polarizabilities with bulk measurements, and ither four wave mixing techniques and can be treated using
commonly used for the design of optical materials. Thisthe present approach. The RPE technique is realized if the
theory has been extended to the time domain using equatiomhoton echo pulse sequence is reversed in ti@ce its
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name. We focus on the RPE since for independent two-levelexpanded perturbatively in powers of the Maxwell fiédd

systems at low density the RPE signal vanish€s?the  and we denote thigh order terms by andE(", respec-
signal thus results exclusively from many-body effects, eitjvely. The expansion of the local field is obtained by substi-

ther short or long range, making this technique especiallfuting the expansion oP in Eq. (2). The linear part of the
sensitive and particularly suitable for the observation of coly4.4) field E = E(l) is connected to the Maxwell fielE by

lective resonances. the Clausius Mossotn relation:

t

El(r,t)zﬁ.(l)(r,t):f s(t—7)E(r,ndr, (4
Il. LOCAL FIELD AND CASCADING EFFECTS IN THE —oo
NONLINEAR RESPONSE

where??
The heterodyne signal in nonlinear spectroscopy is pro-

portional to the induced polarization which in turn can be 1
expanded perturbatively in the average electric field. fithe S(w)= 1- (47)Bpoa(w)’ ®)

order nonlinear polarizatioR(™ is:!
The symbole« is the linear response functidipolariz-

P(“)(r,rc)=f c dTnJ ndTW1 Ny J 2d71 ability) of a single aggregate:
KRO(rm ) a(t)=i0(t)§ parg®XH(—igeg—Tegtl—cc,  (6)
XE(r,7)E(r,7h_1) ... E(r,71) (1)

whereg denotes the ground state and the sum runs over all
Here the Maxwell fieldE(r,7) is the average transverse one-exciton state®”) in the system. Plugging E¢4) in Eq.

electric field which interacts with the system under investi-(2) we obtain

gation at timesr= 74, ... 1, and 7. is the observation time.

The nth order response functidR(™ is given by the sum of

all possible Liouville-space pathways. Due to its time-

ordered(causal structure,R(" is nonzero only forr;<r,

E(r,r)zf;d»r's(r—r')E(r,T')

<...<Tq. +4_Wff dT’S(T—T,)PNL(I' ) 7
The local-field approximatioriLFA) provides a simple 3J)- T

way to relate the microscopic polarizabilities of isolated mol-

ecules to the macroscopic susceptibilittés®1128At this The first term in the r.h.s. of Eq7), which corresponds

level of theory the response of an ensemble of particles & the first order ternk, is responsible fotocal field effects,
reduced to that of a single particle interacting with a localwhile the second term describes effects of the nonlinear po-
field. In the long wavelength limit the local fiel, is related ~ larization that generateascadingcontributions. Substitution

to the external fielcE by the Lorentz formuf@a®?° of Eq. (7) in Eq. (3) yields an integral equation for the non-
linear polarizatiorPN". An iterative solution of this equation
B(t)=E(t)+ 4—7TP(t) @) results in the expansion @' in powers of the Maxwell

field E. Using these relations, we can thus express the polar-
ization order by order in the Maxwell field.

whereP(t) is the polarization per unit volume. The polariza- ) AR
The linear polarization is given by

tion of a single chromophoré.e., a single molecule or an
aggregate of coupled moleculean be expanded in terms of - .
its response functiongpolarizabilities «, B, v, ... tovari- P(l)(r,rc)zpof def dry
ous orders in the local field, and the total nonlinear polariza- - -
tion per unit volume of a macroscopic sample is

PNY(r, 7o)

Xa(7e,72)S(mo— 11)E(r,79). (8

The second order polarization has no cascading contributions
B e q 73 q 72 q and the many-body corrections enter solely through the lin-
—Po 73 2 718(7c~ 73) ear first term ofE,

X B(73,72, 1) E(r, 7) B (r,71)

+poJ d7'4f dT3J def dry

X S(7o— 74) Y(73,72, )BT, ) E(F, 7))+ ..., (B)

Tc T3 7'2
P(Z)(r,rc)=poJ dTgf dTZJ d7iS(7.— 73)

X B(73,72, T)E|(r, ) E(r,71). 9

For the third order polarization, which is the focus of

where P=PM+ PNt and pg is the molecular number den- this article we need to calculat® in addition toE, by

sity. substituting Eq(3) into Eq. (7) and making use of Eq2).
Both the total polarizatio® and the local fielcﬁ canbe We then get
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(3) TC T4 T3 T2
P (r:Tc):Pof dT4J def deJ d7iS(t—74) ¥(74, 73,72, 71) E (1, 7)) E| (1, 72) (1, 73)

tpo| “drs [ dra [ drist- 7 Blra I EOE B B ER )L (10

where ¢ 7 73 72
P<3>(r,TC)=f duf d73f dfzf d7iS(7.— 74)
Er,7)
| xR (74,73, 75, ) EN(1, ) Ei(F, ) Ey(T, 7).
4 T 7' . .
= 3P0f dr’f def 3d72f 2d7'1 (15
Note that in Eq.(15) we use the sample response function
Xs(7—1")s(7" = 73) B( 73,72, 71) E| (I, T2) E|(1, 71). R®) and not the molecular polarizability. This allows one

(11)  toinclude local interactions directly into the response func-
tion. However for a system of noninteracting molecuR's)
For completeness we also present the correspondini§ related to the molecular polarizabilities simply B*)
frequency domain expressions for the first, second, ané PoY-

third order susceptibilitiesy("), x®, andx(®, respectively To establish a reference for discussing local-field effects,
obtained by the Fourier transform of the above expreswe shall summarize in this section what should be expected
siong in their absence. We then sE(r,7.) in Eq. (1) to be the

external electric field, which is directly controlled experi-
mentally. The RPE experiment involves a sequence of two
pulses a,b peaking at times, 7, and described by their
(complex field amplitudes€,, E,, frequenciesv,, w, and
XA~ wg;01,07) = poBw1,w)S(01)S(w2)S(ws), wave vectork,, k,. The pulses are assumed to be impul-
(13 sive, i.e., very short compared to all relevant time scales
(except for the optical perigdand are given by:

XH (= w;0)=poa(w)s(w), 12

and
E(r,t)=Er,t)+E®r,t)+c.c., (16)

B — .-
X~ w5501, 02,03) where c.c. denotes the complex conjugate and
=poY(w1,02,03)S(w1)S(w2)S(w3)S(ws) El(r,t)=eN'El(t)=E;8(t— rj)e'ki'e "), j=a,b.

17

We assume that pulsearrives first (,<7,) and denote the
delay between the pulses by,, and the time between the
second pulse and the detection by, (tcp=7c—7p, tpa
><pzer:m Blog,0z+ 0g) f(wz,w3)S(wzt w3), 19 =7,— 7,) (See Fig. 1 Note that the amplitudeg, and E,,
are complex. The complex fields provide a convenient book-
where perm stands for the sum over all permutations of th&eeping of the phase. These pulses are defined in the “enve-
frequencies of the electric fields;, w,, andw;. ws=w;  lope delayed form*?313€as generated by an interferometer
+ w,+ w3 is the signal field frequendgifferent signals with  pathlength difference. All electric field parametéfabeled
all possible choices of sign in=* w;* w,* w3 are given  with the subscripts,b), and in particular the time delays
by simply changing the signs of various frequengies tha, tep, Can be controlled in the experiment. This is in con-
trast to the microscopic interaction times, 7,, 73 in EQ.
(15 which need to be integrated out.
IIl. THE REVERSE PHOTON ECHO IN AGGREGATES _ _The level scheme displayed in the inset of Fig. 2 con-
WITHOUT LOCAL-FIELD EFFECTS sisting of a ground state and well separated one-, two-, three-
exciton manifolds, etc., is very general and can be used to
In this paper we will focus on local-field effects and only describe aggregates of coupled two or three level systems as
take into account the linedfree induction decaycontribu-  well as coupled anharmonic vibrations. We consider resonant
tions to Eq.(7). Higher-order(cascading processes coming experiments and only allow transitions between adjacent
from the second term in Eq7),%® which are interesting on manifolds which are in resonance with the driving electric

2w
+ ?Pos(wl)s(wZ)s(w3)S(a’5)

their own and were observed experimentafty’33-3will  field. Therefore, only the single and the two-exciton mani-
not be considered here. By neglecting the second term in Edolds contribute to the third order nonlinear response func-
(7), we obtain for the third order polarizatidi, tion. By invoking the rotating wave approximatigRWA),
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FIG. 1. Schematic representation of the individual terms contributing to the T |f) ka
polarization[Eq. (27)]. The vertical bars indicate the pulse sequence, the 3 ks, )
down (up) arrows correspond to the interaction with the system on the ket- T2 °
(bra) side. The decreasing line indicates a FID decay which was initiated by ~ W
the pulse, where the line starts. See text for details. T1 X : le)
1,
|2} (el |2} {el |2} {el
=k HoHi; k=ky -k s k= He; ks
Rl RII RIIl

we find that there are EIght Liouville space pathways Contrlb_FIG. 2. Double-sided Feynman diagrams representing the Liouville space

uting to the response function. The corresponding Feynmapathways contributing to the third order response in the rotating wave ap-
diagrams are shown in Fig. 2. proximation. Each column shows the diagrams contributing to a four wave

F . . | ted i | anixing signal in a distinct directioRg, as indicatedr,,7,, 75 are the time-

] our Wav_e mlxmg signals ar? generate '.n S.evera we rdered interaction times with the fields. The inset shows the general level
defined directions, given by the different combinations of thescheme.

electric field wave vectorsWe shall label the pulses in the
order they interact with the molecule producing the signal as
ki, ko, andks. If local-field effects are ignored, the external
fields directly act on the molecule and the time ordering ofR(g)

i ions i (7¢:73,72,71)
the interactions is controlled by the sequence of short non- i fer 73720 L

overlapping pulses. Thus the signal with a wave vector =i%(Rs(7c,73,72,71)+Re(7c,73,72,71))
krpe=2k,—kj, results exclusively from the pathways pro-

ducing the polarization in the directiok; +k,—ks, i.e., =i%0pg > feghretre (Mge
pathways 7 and 8 in Fig. ZNote that we assume impulsive e.e’.f

pulses andr,<7,.) Xexg(—ieeg—Terg)(Tc—T3)]— perg

Our numerical simulations used the sum-over-states ex-

XeX _| I_F ! -
pression for the response function given in the following. H(=lere ~Tre)(7em75)])

However, for systems with many chromophores it may be xexd (—ietg—I'tg) (13— 72)]

advantageous to calculate the response functions using the X ex (—ieeq—T o) (72— 11)] (18)
nonlinear exciton equatiots!?837=4%yhich have a more g Teolttz Tt

favorable scaling with system size. O=0(7,— 13) (73— 7,) 8(7,— 71) Stands for the product of

We consider an aggregate with the general level schemdeavyside functions, that ensure proper time ordering within

shown in the inset of Fig. 2g) denotes the ground state, the response function. Note that in E@8) we have explic-
le), le’) the one-exciton states, affd, |f') the two- itly included all three interaction times, even though in this

. : section we assume,=7,, because when local fields are
exciton statese,,, denotes the energy difference between: 12

" . . included, this is no longer the case. In the sum the indices
two statesr and»’. The transition dipoles between adjacent g

fold . b q T h e,e’ run over all one-exciton states ahduns over all two-
manifolds are given by.eq and uge. I',r, are phenomeno- o citon states.

logical dephasing rates associated with each-v transi- The reverse photon-echo signal generated in the direc-
tion. For this model the RPE part of the response fUI’]CtiOI’tion kRPE:2ka_kb is proportiona| to the nonlinear p0|ariza-
responsible for the signal in thie;=k;+k,—kj direction  tion, which can be calculated from Eq4) and(18), assum-
contains contributions of diagrani) and(8) in Fig. 2! ing impulsive fielddEq. (17)],

Downloaded 10 May 2002 to 128.151.176.185. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 116, No. 12, 22 March 2002 Collective many-body resonances 5011

P (t,7p,72) =E2E} R (76,705,722 7a) The local field induced by an external short pulse is the
RPE sum of the original puls&? and the free-induction decay

. (FID) F? induced by this pulse.
:IaEezx ;PO 2 MegihteMlie Helg

ee' f
X (exf(—igerg—Terg)ten] EF(r,)=E3r,)+F3(r,t)+c.c, (22
—exgd (—iefer —ter)tep]) .

. whereE? is given by Eq.(17)
XeX[{(—Isfg—ng)tba]. (19) g y =4

Here P{Y) s the time-resolved polarization component in A
the kgpe direction of the general third order polarization Fa(r,t)EeikarFa(t)E—wpof a(t—7)E3(r,7)dr
(PO(r,t)=3;ek"P)(1)). From Eq.(19) we note that dur- 3

ing ty, we have a coherence between a two-exciton state and . A 2

the ground state, whose phase-oscillation is given by the en- =i6(t=ry)e"e ?pOEaZ,, Kerg

ergy difference of the two-exciton state and the ground state, ¢

with dephasing ratd’¢y. The variation of the polarization Xexg(—iegg—leg)(t—7a)]. (23)

with t,,, will contain the signatures of a superposition of all

two-exciton states, which is also retrieved by a Fourier trans: . .
. . . Here the sum runs over all single exciton states. Note that the
form (see the following Duringt,,, we have two contribu-

tions with a similar frequency and a different sign; in thefree induction decay described by(t) is initiatedon a dif-

. . . .~ ferentmolecule. This is underlined throughout this article by
case of an harmonic oscillator with equally spaced energies,; . . .

S : s : . Using a double-prime as a superscript whenever the second
these will interfere destructively causing the signal to vanish.

This is expected since the harmonic oscillator is linear an&ystem 1S mvolved._ Stat|(_: mhomogeneogs broa(_jenmg can be
i . o included by replacing this sum with an integration over the
has no nonlinear responsénother important point is that

all RPE pathways must involve a two-exciton resonancemhomogeneous distribution. Note that whi# is a Delta

. _ a ) N .
This is the reason for our earlier statement that no signal igunctlon o(t—,), F* has a step function(t —r,) ensuring

) : . causality. WhileE? represents a short pulse peaking at time
expected for this pulse-configuration for uncoupled two-level - " . .
systems; within the RWA, a two-level system cannot hav (=7, F7Is asup'erpos!tlon of exponeqtlal decays startllng at
two consecutive interactions on the sathea-, or ket)side’ =7a and decaying with the dephasing rateg,. This

Experiments performed on semiconductor quantummeans that for pulse delays shorter thahi;14 the time or-

wells?22 and in the gas pha&¥>have found a RPE signal. dering of interactions of the system with the electric field can

. . . ; Pe reversed compared to the external pulse sequence. The
That obviously cannot be explained by the simple picture ol . me princiole holds in the frequency domain whifehas
electric fields interacting directly with these two band or two P P q Y

o . .~ a broad spectrum centeredaj, while F? has a Lorentzian
level systems. However it is possible to adequately descnbfa ; " ”
ine shape, corresponding to the—e” transition.

H H 1 10,29 :
';]heexste signals using local field effects,*as will be shown The total local fieldg, is the sum of the contributions of
' both pulses:
IV. LOCAL-FIELD EFFECTS IN THE REVERSE E|(r,t)=E|a(r,t)+E|b(r,t). (24)

PHOTON ECHO

To simplify the discussion of local-field effects, we ex-
pand the local fieldEqg. (4)] to first order inpy and the
response is then calculated to second ordepgnTo first
order inpg, Eq. (5) gives in the time domain

E, enters Eg. (15 in the form of the product
E/(m1)E|(7)E |(73). Since we are only interested in third-
order signals that contain two contributions from the first
pulse and one contribution from the second, we only retain
products of E3EPEP. We further need to sum over all per-
mutations of the time variables,,r,, 73 since, unlike the
Maxwell fields, the local fields are no longer impulsive and
time ordering cannot be enforced.

4

s(t)= (1) + 5~ poa(l). (20

Using the pulse configuration E¢L6) and Eq.(4), we
obtain for the local fieldE] associated with the external
pulseE?:

E?(r,t)=Ea(r,t)+4§pof a(t—7)E¥(r,7)d7+c.c. EI(Tl)EI(Tz)EI(Ts):gmEf(Tl)Ef(Tz)EF(T:e)- (25

: 4
— aik ; 2 . -
=€ ar( Ea(t)+l0(t—7a)?PoEaE” Megrg The kgpe signal must result from terms containifgfE}: .
€ Furthermore, to second order i3 we can neglect all terms
that contain more than one free-induction contributir).(

Xexg(—iegg—leg)(t—7a)]|+c.c.  (21)  This leaves us with
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Ei(71)E(72)E(73) which correspond to a transient grating. Consequently the
terms of the response function that need to be taken into
~ E3( 7 )E3(7,)E*P +E3(7)E3(7,)E*P account under the RWA arR,,=R,+ Rs+ Rg, rather than
[%r:m () E(72)E73(73) () EX(72)F(73) pathwaysR; andRg. The contributions to the nonlinear po-

larization are schematically shown in Fig. 1.

+2E%( 7)) F3(70) E*P(73) = 2E3(71) E3(75) E* °(73) To second order ipg we only keep terms with, at most,

+2E3(71)E}(15) F*P(13) + 2E3(71) F2(7,) E*P(75) one FID part. This implies that the time ordering of only one
interaction can be delayed and the first interaction still must

+2E3(m)E*P(7p)F2(73), (26) e from the ket-side. The photon-echo tertis-(3) of Fig.

where the second step shows explicitly the permutation of do not contribute in this approximation. Using Hd5),
interaction times, taking into account that the impulsive con-Ed- (26), and Eq.(20) and retaining terms up to second order
tributions must be time ordered and causality, i.e., the ini" po, We find that the nonlinear polarization generated at
duced FID part can only interact after being generated. In th&rpe has two terms denoted ordinary and local-field induced
last term on the r.h.s. of EQR6) the interaction time with the

field originating from pulses andb is reversed compared to (3) _p3) (3)

the pulse sequence. After interacting once with the field, PRPE(TC’Tb’Ta)_POR(TC’Tb’TaHPLF(TC’Tb’Ta)’(Zn

E? the system subsequently interacts wih® and finally

with F2, originating from pulsea. Even though the signal is where

generated in the direction drpe=2k,—k;,, in terms of

microscopic interactions it is a signal wiky=k; —k,+Ks,

resulting from the Liouville space pathwag®—(6) of Fig. 2 PS&(7e 7o, 7a) = EAES R (7,75, 72, 7a), (28)

P(La;:)( TerThr Ta) = P(Ls;i)l( TerTh Ta) T P(l_aF)”(Tc ' ThyTa) P(L?:)IH(TC ' ThyTa) P(LB;:)IV(TC +Th»Ta)

Tc b
=E J daR{ (76,73, 7a 7a) F*P(73) + 2E4E} J AR (76,7, 72, 7a) F(72)
b Ta

+2E.E* | “drR® Far + E2E 7 o [ g —r)R® 29
atp T3] (7c,73,Tp,Ta) FO(73) a=b 3 Po T40(Tc— Tyg) |||(T4a7'b17'a17'a)- (29

b b

This is the final expression for the nonlinear polarization %
generated in the direction of the two-pulse RPE signal cal-  S(tco:toa) = fﬁwdTEh(T)Pm(f,T, b, Ta), (30
culated using the local-field approximation to first order in
the local field and to second order jgy. The five terms
represent distinct physical processes, and are schematicaUyhereE
depicted in Fig. 1, where the pulse sequence is indicated by For

the vertical bars and the interactions with the system on thtﬁ19 amplitude and phase of the polarizatii. (15)] can be
bra- (ket-) side by arrows pointing dowfup)wards. The sys-  aaqred experimentally. It may be helpful for the analysis

tem interacts either direc'tly with the pulse, or wit.h the FID,[0 display the results in the frequency domain by performing
generated by a pulse endifferentchromophore. This FIDis 5 gouble Fourier transfodi®*® The resulting 2D-FT
indicated by the decaying line in Fig. 1. The first tefBr.  signat? is then given by

(28)] corresponds to the ordinary RPE. The last term corre-
sponds to an ordinary RPE signal, that interacts with another
molecule and initiates a FID which is detected. Note that in

n(7) is the heterodyne field.
the following discussion, suffice it to note that both

LF,, the sequence of interactions is reversed. S(Qz.Ql)=f dtcbf dtpS(tep,tpha)
Using Eq.(18) for R} and an analogous expression for 0 0
R [Eq. (A2)], the time integrations are performed in Ap- Xexgi Qotep+iQatpal. (32)

pendix A. Numerical results are presented below. The experi-
mental signal can be directly calculated from the polarization

[Eq. (27)] for a variety of detection schemeésMixing the We shall use this representation to display our results.
signal with an additional heterodyne pulsergtallows the  Note that{); is the frequency conjugate tp, and Q, is
measurement of the time-resolved polarization, including itsonjugate ta.,. ), thus reflects the dynamics taking place
phase'~**The heterodyne signal, which depends parametribetween the two pulses, whil2, shows the evolution after
cally on the delay times,, andt.y, is given by? the second pulse.
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V. RPE SIGNALS FOR TWO AND THREE LEVEL In the case of very high chromophore density and strong
MODEL SYSTEMS oscillator strengths, an expansion to higher order would be

In this section we present the RPE sigf&g. (31)] for straightforwargi. An expansion_of the .IocaI fieldm could
various model systems with the goal of clearly highlighting P& totally avoided, by calculating(t) via a numerical Fou-
the many-body resonances. Although local fields can inducB®' fransform directly from Eq(5). However, the perturba-
new peaks, they do not carry new microscopic information Ve €xpansion is extremely valuable, since it allows us to
unlike the peaks caused by microscopic couplings. The imdlstlngu_|sh the d|ffe_rent effects and clarify their origin, as
portant differences between the two will be discussed for £1OWnN in the following.
few examples, using typical parameters for IR spectroscop
of anharmonic vibrations.

In all the numerical calculations we assumed equal one-  As discussed in the previous section, for a collection of
exciton transition dipoleg..4 and dephasing constarifg g . uncoupled two level systems the response-function contribu-
From Eq.(A6) and Eqgs.(A7)—(A10) [or similar Eq.(A11) tions forkgpg vanish R,(ﬁ)=0) and no RPE signal is gener-
and Eqs(A12)—(A15)] we can see that in this case the ratio ated in the direction B,—k,. However, Eq.(27) also con-
of the first and second order terms g (the ordinary RPE  tains a purely local-field contribution, which dependsRjfY
and the local field-induced signab determined by a factor andR{® [Eq.(29)]. The expression foR(>) becomes particu-
of (477)/3p0|/.Leg|2, which has the same dimensiofaf en-  larly simple in the present model, since it is the sum of the
ergy) asl'¢y. This factor was assumed to be D} in all individual response functions. Only the third term on the
calculations for illustration purposes. Based on crude estirh.s. of Eq.(29) is nonzero. Neglecting evolution in the
mates, we expect this low order truncatiorpinto hold even  excited- or ground-state population periods, we get from Eq.

X\. Uncoupled two level systems

for neat liquids. (A9)
(3)2LS 4T, 2 P Y :
Pis ™ (tep tha) =i ?F’OE |Me”g| |Meg| EaEbeXF[(_|(£e”g+8eg)_(Fe”g+reg))tba]
e e
ex (_iSH _F " )t —eX _i8 _F )t
> [{ e’g e’g cb]. F[( eg eg cb] ’ (32)
Seg_Se//g+|(re//g_Feg)
|
where we wrote the signal which exclusively induced by At
. N . P(S)TLSt t ):-4_ 2| |6E2E*t
the local fieldas a function of the time delays.f, t,,) and ks (tepitha) =i 3 PolMeg Eatbleb
the sum runs over all different pairs of molecules. From Eq. )
(32) we clearly deduce the expected effects and their differ- Xexpl(—ieeg—egltep]
ence from two—e_xciton resonances resulting from direct cou- X exfl (—i2eeg— 2T eg)tpal, (33
pling. The most interesting temporal evolution occurs during h d the limi
tp,a Where the signal shows oscillations at sums of single—W ere we used the limit
exciton energies. During this period, two molecules are in a . ex —iet]—exd —iet]| _
coherence and the many-body density matrix oscillates at the ~lim- — = =itexg —iest].
sum of their frequencie®. The observed frequencies are €< 2 " 34

therefore simple sums of one-exciton resonance frequencies,
no multiple quantum coherence between separated molecules Even though the denominator of E@2) vanishes, the
is involved, and the new resonances carry no additional milimit in Eq. (34) is well-defined and leads to a secular con-
croscopic information. This is in contrast to multiple quan-tribution initially increasing linearly witft.,,. P(>) does not
tum resonances resulting from intermolecular coupliige ~ diverge, because of the exponential damping terrhedco,

infra), where oscillations at frequencies f; are observed then Lr;hgm&gz?noeoeus dp r:)_z;\)d(;r(;mg (')? (lanceluo!gd, V\r’? ;‘ ece:n to
during the period,,. Also the relaxation during this time Integra q: ver distributions nergies whic

. L . . further cure this divergence. The simple linear rise with time
interval is given by the sum of one-exciton damping rates

X . ) results from the neglect of population decdy,(=I"y4=0)
(I'eg* I'erg). This doubling of the dephasing rate was ob- 5 static broadening, so that the FiDeigactlyon resonance
served experimentally in semiconductor quantum wWelfs. \ith the e« g transition. This problem does not occur if a
During the time period,y,, the system oscillates at a super- more realistic relaxation model is includg@ee page 167 of

position of single-exciton frequencies. Ref. 1)
In the special case of a sample of identical uncoupled The physical meaning of the initial rise of the signal
two level systems, Eq32) reduces to during t., can be understood from Fig. 1. For a two level
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(a) contributiong initially increases as a function df,. The
parameters used are the same as for the three level system

described following. The oscillation results from beating of

the f<—e and e«—g transitions and has a period of 1.7 ps,

corresponding to the anharmonicity A€ eqg—ee

=20 cm 1),

As discussed previously, for two level systems kg
signal can be generated either by local-field effects or by
intermolecular coupling® Let us compare the local-field ef-
fects to the ordinary RPE signal for a simple model of two
(b) strongly coupled two level systems. The level scheme sche-

matically depicted in the inset of Fig.(ld) consists of a
ground stateg), two single excited statde+), |e—) with
an energy spacing depending on the couplihgand one
doubly excited statéf). These states are obtained by diago-
nalizing the 44 Hamiltonian of this system.
5 70 % o &0 50 30 40 5o The polarization responsible for the ordin_ary F\’_PEaZ
t,., [ps] t.,[ps] —k;, signal for two coupled two level systen(Big. 4) is

2
IR
IR

0 10 20 30 40 50
ty, [ps] tyIps]

2
IR¥]
2
R¥

FIG. 3. The squares of the amplitudes (&f the ordinary RPE contribu- P(B)CTLS(t tp.)
tions and(b) the local field contributions to the time-resolved RPE signal cbstba
of a three level system as a functiontgf, (with t;,=11 ps) and., (with

tpa=0) in the first and second column, respectively. = i34_7T

22
3 POEaE; (e gMfe— + Me+,gl’vf,e+)

system, the entire signal results from thE,,, term, where Xe:eZe+ Hegireel 1o Tiglba

the time ordering of interactions is reversed with respect to '

the pulse-delay times and the last interaction is with the FID X [e(~ieeg~Tegteo— g(~12te~T'teten], (35)
initiated by the first pulse and takes place after the second

pulse. The larger theé.,, the more time there is for this This is markedly different from the local-field signal

interaction to occur. Note also that after the interaction with[Eq. (32)], where all combinations of one exciton frequen-
the second pulse at,, the system is in a population state. In cies(including 2s4) contribute to the signal ity,,. This is
the absence of population relaxation, the only contributionshown in Fig. 4a), which displays the 2D signal for two
to the decay of the signal is the decay of the FID that interindependent two level systems. Figure 4 compares the local
acts with the system, and after the interaction, the decay dfeld induced RPE signal of two independent two level sys-
the generated signal. Since for our simple two level systentems with the ordinary RPE signal caused by the coupling
these two contributions have the same relaxation ¢aée  between two interacting two level systems. The parameters
cause the FID, as well as the final signal results from thaused in the simulations weregelyg=2014cm*1, €e2g
same transition we get the simplé.,e !> behavior in Eq.  =2085 cm %, the transition dipole momenjs as well as the
(33). This initial rise as a function of., is only seen in the dampingI’=1cm ! of the independent two level systems
local-field contributions but not in the ordinary RPE signal. were assumed to be equal. For the coupled system we as-
From Eq.(33), we expect the polarization as a function sumed a coupling constadt=—10 cm . The dephasing
of t,, to oscillate with twice the optical frequency and decayrates for the coupled system were sefiQ=I".=1 cm !
with 2I'¢4. Homodyne detected experiments measure théfor e=e—,e+), I'tg=2I¢,.
time integrated signabh (t,.) = /5 dtes| Pa(ten.tha)|? @and in As can be seen in Fig.(8) the ordinary RPE signal
this case we expect the signal to be proportional td edva,  [Eq. (35)] only shows peaks wheff); is resonant with
This effect of fast dephasing with twice the rate of a photonthe two-exciton state. It thus provides new microscopic in-
echo experiment was observed in semiconductor quanturiormation about the two-exciton manifold. The structure of
wells 2! Using heterodyned detection it should be possible tcEq. (35) coincides with the case of two three-level systems
directly observe the high harmonic frequency correspondingvith identical e, and an amplitude ratioA;/A;
to twice the optical transition energy. = (meighter)! (eogitter) (as discussed in the next section
The time-resolved ordinary RPE signal and the local-In principle it should also be possible to distinguish between
field contributions for a three level system are compared imesonances induced by coupling between different sites and
Fig. 3, where we used a three level system because for a twintramolecular resonances of a three-level system. In a four
level system no ordinary RPE contribution exists. The twowave mixing experiment with three different pulses they
columns show the squared amplitude of the polarization as should have different phases as a function of the time delay
function of t,, and t., (with the other time variable held between the first two interactions which is set to zero in the
fixed), respectively. While the ordinary RPE signal only present calculations.
shows exponential decay, the local field contributiamich The phase profiles of the local field-induced and ordi-
for a three level system consists of a superposition of severalary RPE resonances displayed in the second column of Fig.

Downloaded 10 May 2002 to 128.151.176.185. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 116, No. 12, 22 March 2002 Collective many-body resonances 5015
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FIG. 4. (Color) (@) The total local field-induced RPE signal of a system T T TV, BT S T YT ST T T T
composed of two independent two level systdimsthe ordinary RPE and £3 o] 0 ey €0, [eni'] 0 [om

(c) the total RPE signalincluding local-field effectsfor two coupled two
level systems. The first two columns show the amplitude and phase, respegis g (colon Local-field effects for a three level systeit@ amplitude
tively of the 2D-FT signal. The dotted lines indicate the relevant transltlonand phase of the total local field contributiotis)—(e) The individual con-

energies(see text The insets in the last column show the corresponding tributions. The diagrams fdtF, , LF,, , andLF,, are multiplied by a factor
level schemes. The parameters for the two level systems used in the simgf 5 with respect td_F,

lations were:ele,=2014 cm?, e2,,=2085cm’, the transition dipole
moments of the independent two level systems were assumed to be equal

and the dampin@ =1cm 1. For the coupled system we assumed coupling . I . .
constant)=— 10 cm* between the two systems. local-field contributions will have a different dependence on

molecular density and a different profile of the phase.

4 show pronounced differences. EquatiBb) represents the B, |dentical three level systems
pure RPE without local-field contributions. In general we

should see a superposition of resonances caused by coupling A system of identical unf:oupled .three _Ievel ch.ro—
and by local field, and this case is shown in Fig)4New mophores whose level scheme is shown in the inset of Fig. 5,

peaks can be found a,=2¢ and O.=2¢ .. The s the simplest model where all terms of E87) contribute.
Lo orele L ores We assume a ground std@), a first excited statge) and a

second excited stat¢f) with an anharmonicityA =g,
—e&te. We further neglect population relaxatioh’{.=0)

[a;m (€) s but keep all other dephasing rates general. The following
= - . parameters were used in the simulationg;=2085 cml,
| e £1g=4150 cmil, A=20 cm%, pre=1.3ueq, I=1 cm L.
2060 Fis 1. For this model the polarizatiofEqg. (27)] can be calcu-
. g lated analytically and we next discuss the various effects in
fbl S more detail.
100
S ../)\H,_.__ . ':d.-[] ] 1. Ordinary RPE signal of a three level system
a“w‘, D C: - 1," The time domain RPE signal resulting from the impul-
e I e i r_ sive fields alone is determined by the polarizafiq. (A6)]
O o oo g BT PPt )= ipoE 3R e sl P10
1

X [e(_iseg_ Fegten— e(_isfe_rfe)tcb]. (36)
FIG. 5. (Color) (a) total RPE signal an¢b) the ordinary RPE contributions
for a three level model with the parameters as indicated in the text. The first ~ The two terms oscillating at frequenciesf,zy) and
column shows the amplitude and the second column the phase of the S'Q“TIng ,&¢0) as a function of {,,,tc,) can be clearly seen. Note

The dotted lines indicate the relevant transition energies gt ¢, and . - .
260y, 15 (©) The level scheme an) a slice through the 2D-phase plot that due to the minus sign, the two terms will exactly cancel

at 1, =2¢,4 showing the total signasolid), ordinary RPE signaldashedl for a system with vanishing anharmoniciy=0 and eql_lal
and local-field contributionédotted. dampingl’¢q=I"t¢. The two resonances are recovered in the
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2D-FT signal, shown in Fig. 5 which compares the total sig-from the interaction of the FID with the system. Since the
nal including local-field effects, with the ordinary RPE sig- FID is caused by ay«e transition of anotheridentica)
nal. The Fourier transform can be performed analytically andnolecule, it can only be resonant wit, and is detuned by
from Eqg.(A1l) we get A from the f+e transition. For the last two terms the real

SELS(Q,,0) =i 3poE2EE 12 i part of the denominator vanishésnce for our model, which
egfe neglects inhomogeneous broadening, the FI@xactlyon
1 resonance However, the dephasing rates do not generally
X (Q— g tiTe(Qy—erg+ilty) cancel and will give a purely imaginary prefactor. For zero
anharmonicity and equal damping the entire term vanishes.
1 2D-Fourier transform of Eq38) gives

(@ or T et iTrg)) "

While the ordinary RPE signal only shows resonances
Qy=eyq, inclusion of local fields leads to new peaks at 33'-5(92 Q)
=2¢&44. Also the phase profile is different and the local
field influences and modifies the original resonances. This B4T 5 5, T
can be clearly seen in Fig(d, where the phase variation = ?PoEaEb|Meg| | el
along a slice withQ);=2¢.4 is shown for the total RPE
signal, the ordinary RPE and the LF contribution. % 1 ( 1

When examining the variation with different delay Qy—eigtilig | (geg—ete) +il'g
times, we note that as a function ©f, the polarization is a
damped oscillation with frequency;, and a phase deter- [ 1 _ 1 }

fg X - -

mined by the second delay peribg, , whereas as a function Qo—epeti(ligtleg) Qo—gegtilleq
of t.,, the signal shows an amplitude modulation with a beat 1
frequency corresponding to the anharmonicity. As a function — -
of t,, we expect a single damped oscillation. The homodyne H(Ttg+Teg=T're)
signal of our simple model should show an exponential de- 1

1
i —2ltgtpha i X - - - .
cay proportional tee™ ' fg'ba (cf. Fig. 3. [Qz—sfe+l(ng+Teg) Qz_sfe'HFfeH

(39

2. Local field effects

The local field induced terni€q. (29)] are evaluated in The next term corresponds to the process where the sys-
Appendix A[Egs.(A7)—-(A9)] and expressions for the three tem interacts once with pulse one, then with the FID of an-
level system can be easily obtained. These terms correspoggher molecule induced by pulse one and finally with the
to the different LF contributions as SChematica”y sketched insecond pu|se a;tb . As in the above-mentioned case the time

Fig. 1. Figure 6 shows the absolute value and the phase @frdering is not reversed with respect to the ordinary RPE.
the total local-field contribution and of each of the individual

contributions to the 2D-FT RPE signal. The first term de-
scribes the time ordering, where the first pulse interacts twice

with the system and the final interaction occurs with the FID 4T
y PR3 S(tep tha) = 21° 5~ pIEZES | eg | rel?

generated on another chromophore by the last pulse. il 3
1
(3)3LS(t t ) EZE*| |4| |2 (—ietg—Ttg)tha
by lb P Megl | Mrel€" 719 19 X :
a 3 0 €g € ng_28e9+|(zreg_rfg)
e(-izre=(TigtTeg)ten— a(~izeg—Teg)tcn X [~ 12¢eq™ 2T egtba] g~ i¢eg Teg)teh
X -

(eeg—ete) Tiltg —e(iereTrelten] — @(~ie1g~T'ig)tba

—iefe— i)t —iefe— (TigtTet
+ e( e Tielteo— e( oo™ Mrg™Tegton X[e(figegireg)t(:b— e(fisfefrfe)tcb]} (40)
|(ng+reg_rfe)

(38)

In Fig. 6(b) we see two peaks at{y,e.q) and (e1q,£1¢) for ~ This term is interesting because it shows four resonances
LF, and Eq.(38) shows that they result from the superposi- with all combinations of(); =gy or 2e.4 and Q,=g4 Or

tion of different contributions. As in the pure RPE case, alles, a@s can be seen in Fig.(d. They all have the same
resonances occur &;=eg¢, and as a function of,,, Eq.  amplitude which depends on detuning. Note that as long as
(38) is similar to Eq.(36), as far as frequency and damping A+ 0, the real part of the denominator does not vanish. This
are concerned, but has a different phase because of the di§ why this term generally makes only a minor contribution.
ferent variation witht.,. The denominators in the r.h.s. of Again, for vanishing anharmonicityand equal dampinghis

Eq. (38) add complex amplitudes to the terms, which dependerm vanishes.

on the damping and the anharmonicity. This term results In the frequency domain this signal is
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A TABLE |I. Contributions to the four peaks in the signal of a three level
ﬁ'—s(g )=2i%— p2E2E} | tted | 1rtel? system. For each resonance peak, all contributions are listed, showing which
Fu 21%%1 3 0=a*b egl fe K R .
term contributes the prefactor and the dephasing characteristics of each con-
1 tribution. N=i*E2E} | seg|?| perel®, N/ =i 4mI3ELE] | eyl 1rel?, and \”
=i 4m/3EE | ped.

X -
grg— 28egt (2l g I'tg) — -
Resonance Contribution Prefactor Damping
1 [ 1
X " . (ng vseg) OR Apo (ng vreg)
{Ql_zseg+|zreg Qp—gegtileg (£1g.%eg) LF, — N pH(A+iTy) (Trg.Teg)
1 1 (ng eeg) LFy 72)\,Pg/(7‘A+zi(2Fegfrfg)) (ng vFeg)
— - — - (ngrseg) I-I:IV I)\,Potcb (ng 1Feg)
Qo—eretil'te) | Qi—ergtilyy (81g-E09) LFy N Y (A+i(Tie—Toy) (Tig.Teg)
1 } (e1g,&1e) OR Apo (T'tg,T'te)
X . — - . (41) (Efg 1Ete) LF, S/(A'Hrfg) (ng 'ng+reg)
Qo= segtiTeg Qomeietilye (erged  LF (Mgt Te-Tr)  (Nigul'e)
(819:81e) LF) “Np§(i(Tig+TeqTe)  (Tig.Lg*Teg)
(£1g.&1e) LFy 2N gl (—A+i(2TegTyg))  (Tig.Teg)
r 2 H
The next term is very special since it is the only one that(®f &) LRy NP (AFi(Tre=Teg)  (T'rg.T'eg)
involves a reversal in the order of interactions. First, the(2¢eg:8eg  LFu 2>\’P§/(—é+i(22Feg—ng)) (2Teg,Teg)
system interacts with the first pulse from the bra-, then with(?¢ea:eed  LFu 2N poten (2eg,l'eg)
the second pulse from the ket- side and finally with the FID(?%eq-®ed  LFm T2 pol (ZATI(TegmTre)  (2Teq T
of another molecule, initiated by the first pulse. In this cas€2zeg,z1e) LRy —2Npdl(—A+i(2Teg—Trg))  (2Teq.I1e)
the system is never prepared in a coherent superposition ¢2zeg.£te) LFy 2V pg (—A+i(Teg=Tre))  (2Teg, 1)

|f) and|g) and shows no resonances(bf= ¢, in Fig. 6(c).
But after the first pulse, two separated uncoupled molecules

are excited coherently and interact after the second pulse via

the FID. JAT

As shown above, for uncoupled two level systems thisSte, (2,€21) =2i% == pGEZE; | tegl*
term is the only one contributing in the directioRgg. For

the three level case we get from HA9) 1 2| pegl?
X .
0= 26112l g (Qz—seg+|l“eg)2
477 ) - |Mfe|2 { 1
(lelz)ﬁ:_s(tcb tha) = 2i° 3 PgEiE;|Meg|4e(_lzseg_zreg)tba Sfe_seg+i(reg_rfe) QZ_Seg"'il—‘eg
i —1 43
X 2|Me/gl2itcbe(imegireg)tcb _Qz_sfe"'irfe . “3
a8 eer Tegtn—glTTerem Trelten Finally, to take all local field effects into account, we
s ete—Eegti(leg=Ire) | have to consider the contributions of processes whereby after

creating the RPE signal by three interactions with the pulses
the generated signal interacts with another molecule to gen-
erate a FID which is finally detected. For the three level
system this term gives

(42

We find that all resonances occur &t =2e.4. The
main contribution arises from the first term on the r.h.s. 4
(3)3LS _i3 " 22 4 2(—igfg— Tt
whereby the FID is exactly on resonance with the induced’LF), (feb:tha) =1"— POEGED | pegl | purel €710 100
transitions. This term peaks afl(,(),)=(2&¢g,€cq); NO

double-exciton state is involved. The other two terms, peak- x{ it uel~1eegTegten
ing also at (2¢4,8¢4), as well as at £;4,e¢¢), CONtain a ¢
complex prefactor with the detuning in the denominator, 1

making them small compared to the first term. Note that for
special values of dampingi.e., when I'qq—I'(c=TI4
—2I'¢y they cancel exactly with the first term on the r.h.s.
of Eqg. (40). Equation(42) only vanishes for the harmonic
case, i.e., when the transition energy and the dephasing rates
are equal for thee—g and f e transitionsand the dipole  Not surprisingly, we find only resonances withy= &4 and
moments correspond to the harmonic cage.€ \/E,u,eg) 48 the major contribution atdsq,€¢)- IN the frequency domain
In the frequency domain this signal is we obtain

- €eg— Efet i(I'fe— 1-‘eg)

X [e(figfefrfe)tcb— e(fisegireg)th] . (44)
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) peak in the total RPE signdFig. 5a)] all terms that con-
" e tribute with their amplitude and dephasing réwich in the
00 [ frequency domain determines the line width
Finally, when comparing the variation witly,, we see
that while the ordinary RPE signal is a damped oscillation
with frequencye;y and dephasing rat€;y, the local-field

I
3
o
E &

= contribution is a superposition of two oscillations with,
(e .
G %fo”‘*) and Z.q4. In the homodyne-detected signal, where the
4000, 4100~ 4200 square of the amplitude is measured, the former gives a
Q,[en] . . . .
single damped exponential with a dephasing raté 2
”) ¢ B gf(wgu) e D ”l)s v &(gtggm) o 2o while the local-field contributions should show a more com-
2150 ] o1, 2150 [ vy plex pattern, where the beat frequency with a period corre-
10x i 450x i . L. L. .
2100 e, 2100 L sponding to the anharmonicity, are clearly distinguishable.
'5_2050 3 ”””” ?ﬁ’% 52050 ioix g-' Such a behavior can be seen in Fig. 3, which shows the
a4 ‘ . g g . square of the amplitude of the two contributions to the total
2000 S8 3 few 2000 1% : g RPE polarization vst,, for a fixed value oft.,. (Note that
19501 i Gt 1950 L e (tucter) this corresponds to a time-gated detection; in a homodyne
" 2,01 1 et : H
o T o e by experiment one wqqld have to mtelgrate ov@,{.)_ We see
Q,[en'] Q,[enm] that the anharmonicity oA =20 cmi * shows up in the os-

cillation period of T=1.7 ps and the dephasing df;,4
FIG. 7. The amplitude of the 2D-FT signal for two coupled three level :2Feg:2 cm ! corresponds to a dephasing time scale of

systems as shown in the ins¢k) The total signal, which consists of the = . . .
ordinary RPE(ll) and the local-field contributiondll). Smaller peaks are T2/2_8 ps W'thtba' As a function Oftcb the Ord'nary echo

zoomed out by the factors indicated. The two indicated regiond)adre  signal has a slowel q¢=1 cm ! damping, while the local-

shown in a 3D plot on the left side. field contributions show a complicated behavior, with an ini-
tial rise time.
4qr 1
S ; 22
Fo(Q2,Q1) =i° == poEZE} ledlmeel* o — =1
g g
1 C. Two coupled three level systems
|(QZ_8eg+iFeg)2 To simulate the complete RPE signal of two coupled

anharmonic vibrations, we used the values found in photon
1 [ 1 echo experimenté*8for the symmetric and asymmetric CO
_ . . . 46
fog— 1ot 1(Te—Tog) | Qp— et 1T 1o stretches in rhodluph) dlcarbqnylacerIacetoanRDC.
The level scheme is shown in the inset of Fig. 7 and the

1 transition energies areeg; g=2085 cm?! and Eelg
o PR—— ] (45 =2014 cm 1. The values of the anharmonic splittings are
27 Eeg I eg A,=106cm?t, A,=12cml, andA;=25cm ! and the

The RPE signals from an anharmonic three level systendipole moments are assumed t0 P& 4= pterg, Mf1e1
are summarized in Table I, which gives for each resonance: wpe;=1.3ue1g, Mize1=Mi3e2=0.9e1g, aANd wi1er

I} . 1*;"1‘; L.?g_# I I I} Githad L :!‘i"ﬂ
2150 : 1 a2
— 2100 :
E T
EEUED F3,02
(]
2000 gt FIG. 8. (Color The phase of the 2D-FT signals shown
1560 P in Fig. 7. Lower row shows a slice for constafi,
| e =&, See text for details.
4000 4100 4200 4000 4100 A200 4000 4100 A200
Qo] 0Q,fem] Q,[em]
b4 b "
o u_:’_J'U P
"§000 4100 4200 4000 4700 4200 "4000 4100 4200
03, [ond £, [er’) £ [eni]
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ufl,e2= 1= —0.04ue 4. The dephasing rate was set to sive case. Also in an ideal impulsive experiment the local

Fel,g:Fe2,g:10m71 and the double excited states were as-fields that interact with the molecules are no longer impul-

sumed to dephase with twice this rdig ,=2I"¢; 4, while  sive and macroscopic many-body effects can have major in-
population relaxation was neglectéd; .;=I'g 4=0. fluences on the signal.

Figure 7 shows the resulting 2D-FT RPE signal. Note  Other types of collective resonances related to continu-
that due to the anharmonicity, otherwise forbidden transition®us manifolds of levels were predicfed Intermolecular
contribute as well and give weak signals@==c¢,,, and  resonances were observed in fifth order RaMdrocal-field
Q,=e1,.1, Which are shown magnified by a factor of 20. In effects in fifth order Raman oCS,%*°? were simulated
addition to the ordinary RPE resonances, we find new peak®cently>® High harmonic resonances have been observed in
at twice, and at the sum of the two single-exciton frequenNMR.2%3! In optical k;+k,—k3 signals these resonances
cies. Thus, instead of resonances only d2, have not yet been directly resolved. In studies on semicon-
=&fp9,813g:€f1g @S €xpected for the ordinary RREase | ductor quantum welf$??a RPE signal was observed, decay-
in Fig. 7)], we find six “columns” with peaks because the ing with twice the dephasing rate in a transient grating ex-
local-field resonances can also occur at all combinations gberiment. Since those experiments used homodyne detection,
single exciton energies. Local-field effects thus show verythey could not observe the resonances at twice the optical
distinct features in the RPE signal. resonance frequency. Recent experintérftson iodine va-

Note that the local field contributiofshown in Fig. 7  por also revealed the RPE signal for negative time delays in
(1] have their most pronounced peaks at resonances af photon-echo setup. Again homodyne detection was used,
01=2¢e¢1 4,280, (ee1gt €e2g), DUt @lso make a contribu- but due to the special level structure in iodine, vibrational
tion to the resonances of the ordinary RPE signal. Local-fieldjuantum beats are observed. A careful analysis of this signal
effects also show a very different variation of phase asas a function of,, should be able to reveal differences in the
shown in Fig. 8, which displays the phase of the entire 2Dwave packet structure, which however, for a nearly harmonic
spectrum, as well as a slice along thg axis for a fixed system are very small and were not resolved. Further in Ref.
value ofQ,=eqy4. 23 the focus was on a different three pulse scheme, where the
time delay between the first and second pulse was varied
(this was assumed to be zero heaad the time between the
second and the third pulseorresponding to out,,) was
fixed. Heterodyne detected four wave mixing experinf€nts
e necessary in order to observe the predicted high har-
onic resonances in optical signals.

VI. CONCLUSIONS

Comparison of the resonances of coupled systems a
the local field-induced resonances found in a system of inde™!
pendent chromophores shows several fundamental differ-
ences. While interaction induced resonances contain infor-
mation about the local microscopic environménthe ACKNOWLEDGMENTS
macroscopic local field-induced resonances simply show
combinations of one-exciton resonances and do not yield ad- 1he support of the National Institutes of Health
ditional microscopic information. When inhomogeneous(GM59230-01A2 and the National Science Foundation
broadening is included, we might get different information (CHE-9814061is gratefully acknowledged. The stay of au-
about the macroscopic sample than from linear spectroscopf;or A.T. at Rochester was funded by the Austrian Special
since the average of a product of correlation functions igXesearch Program F016 “ADLIS(Austrian Science Foun-
different from the product of averages. For the heterodynélation Vienna/Austria
detected four wave mixing signal of a general aggregate built
from interacting chromophores, we expect a complex pattern
resulting from both short- and long-range effects, as demonappENDIX A: THE FOUR WAVE MIXING K pz SIGNAL
strated here for the reverse photon echo in several model
systems. In addition to the two-exciton bands, we expect new For the model aggregate described in Sec. Ill, the total
local-field resonances, with a different dependence on corsignal[Eq. (27)] can be evaluated analytically and the final
centration. expressions for the individual terms in E¢28) and(29) are

Local fields can also be viewed as a retardation effecgiven in the following. In this appendix we use the compact
which leads to breakdown of time ordering in an impulsivenotation
experiment. The third order response function in the time
domain, which describes ideal impulsive experiments, has 8 — .
terms. The corresponding frequency domain susceptibility eij=eij—1lj, (A1)
includes 4$ terms corresponding to all six permutatiops Of.e., we include the dephasing in the site energiirs.the
the three fields. The former has absolute control of time main text we showed the dephasing rates expligitly.

orders. The latter has no time control at all; see e.g., doubly  pye 1o the breakdown of time ordering, we also need to
resonant vibrationally enhanced IR-FWII2°As the pulses ke into accounR,, (see Fig. 2 for one of the terms in Eq.

become longer, impulsive experiments start to assume a freE15)_ Three Liouville space pathways contributeRg :
guency domain character and realistic experiments will be

intermediate and may contain more terms than in the impulR;, =i%(R,+ Rs+Rg), (A2)
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Ry(t,73,72,71)=0 2 Megte gie gieg Re(t,73,72,71) =0 E MegMe ghietle’ f
ee’,g ee’
X exf —i €eq(t—73)] XexH —ieqe (t—13)]
XexH —i€ee (73— 72)] XexH —i€ee(T3— 72)]
X exf —ie€ey(m2— 71)] (A3) X exf —i €y 72— 71)] (A5)

Rs(t,75,72,71)=0 E Meglgette gthge’
ee’

Using Eqgs.(18), (A2), (17), and(23), the integrations in

XexH —i€eg(t—3)] the expressions of Eq&28) and (29) can be performed and
Xexq—i?gg(rg,—frz)] we ea_3|ly find the expressmhs fpr the pplarlzgtloh corre-
- sponding to each of the contributions depicted in Fig. 1. In
exd —ieeq( 72— 71)] (A4)  terms of the time intervalk,, andt,, they are given by
PEX(tep toa) =i poE2ES >, —i€ergten]— —i€fert —ieggt A6
OR\tchilba PoEakp Megﬂfeﬂe’f[#ge’exd_ l€erg cbl Me’gqu I €rertepl 1€XH I €g bal (A6)
ee’ f

exd —i(erg— e’e’,,g)tcb] —exf —ieegtep]

== —
ee,,g+ €erg— Efg

4 —
3 H 22 H
P(Lli)l(tcbntba):|3 3 pOEaE:)c 2 |/Le”g|2#egﬂfeﬂe’fexq—|Gfgtba]

ee’ e f

Mge’

exp] —i(erg— exrg)top] —exp —i efe,tcb]]

T Me'g % . — — (A7)
Ee’/g+ Efer_Efg
P (tep.tha) = 21% o p2E2EL > |pergl? —i(€egt €erg)t
LF, e tha) = 3 PoEaltp ~, . Merg /-Legﬂfeﬂe’f[exr[ |(€eg ee”g) bal
ee’ e,
_ oo XA — i €orqten] — ferg€XH — i €rertep]
—exf —i ergtpal I e Y £ (A8)
Efg_ Geg_ 66"9
(3) LAT o, 2 T
PLF”I(tcbatba):2| ?pOEaEb 2 |Me”g| Megexl:[_l(eeg+ Ee”g)tba]
g.ee’ e f
exp[ —i (Eee/ + Ee”g)tcb] - EXF[ —i Eegtcb]
X| Mergige Mge - — —
Eeg_ €oe — Ee//g
exfl — i (€ergt €gg)ten] — XH — i €ergten]
+ pgeterghge — - —
Ge/g_fgg_ Ee//g
exq(_i(éeer‘l‘€e/rg)tcb]_exq_i€fertcb]
T MergMieMe f - = = (A9)
ffer_feer_feug
47 _ exf] —i€qrqten] — €XH — i €ergtcp]
3 . 22 . e'gtch e"gch
P(|_|=)|V(tcbrtba):|3?poEaE:)c Z |/Le”g|2/~/~egl’vfeﬂe’fexd_|éfgtba] Mge’ — —
ee’ e f €grg T €grg
expl —i €1erten] — €XH —i €erglen]
Eerrg_Efer
The corresponding 2D-frequency domain expressions can be evaluated easily usif),Besulting in
1 M ! ,lL !
: 2 ge e'g
Sor(Q5,01)=1%poEZER X pegurerterr —— = (A1D)
ee f Ql_efg QZ_Ge’g QZ_Gfe’
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4 Mge! 1 1
—i3 22 2 ge
SLF,(QZaﬂl)_| ?pOEaEE)c 2 |/Uve"g| Megtietle f = \== — — — = . —
ee f Oy~ €gq €rgt €erg™ €tg QZ_(ffg_Ee/,g) Oy~ €erg
Mer 1 1
—— Te'g —- - _ (A12)
€ang Efer — Erg Qz—(efg—ee,,g) Q)= €fer
4 1 1 1
— 9 22
SLF”(QZrﬂl)_ZS?pOEaE; E |Me”g|2Meg/~‘vfeﬂe’f - — . - = — —
ee’ f Ql_(€eg+ €e/rg) Ql_efg €fg_Eeg_ €errg
Mage’ Mer
X = ] (A13)
QZ_ Gerg QZ_ €Efa’
4 MergMge M 1 1
_n;3 22 2 e’'gMge’ Mge
SLFM(QZ-Ql)_ 2i ?pOEaEE 2 |:“e”g| Meg —  — = —  — - - . —
ee’ f Ql_(feg“l‘ ee//g) eeg— eee/_ee//g QZ_(EEQ’J'_EE”Q) QZ_EEQ
i Mgete’ gMlge 1 . 1 _ MergMfetet 1 _ 1
ee'g_egg_fe’/g 92_(€gg+ Ee"g) QZ_Ee’g €fe/_Eee/_Ee//g Qz_(fee/+fe//g) QZ_Efe/
(A14)
4 Koo 1 1
—i3 22 2 ge
SLFW(QZle)_| ?PoEaEE 2 |Me”g| MegMtetle’ f il — - = —
ee’ f Ql_Efg Ee//g_ee/g Qz_fe/g Qz_fe//g
Mer 1 1
=3 (A15)

fe//g_éfe/ QZ_Efe/ ‘Q’Z_Ee”g
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