Liouville-space pathways for spectral diffusion in photon statistics from single molecules
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The factorial moments of photon counting statistics from a single molecule coupled to a quantum bath are expressed in terms of multipoint quantum correlation functions and represented by double-sided Feynman diagrams, in close formal analogy with nonlinear spectroscopy. At infinite temperature we recover the results of stochastic models of spectral diffusion where the bath dynamics is independent of the state of the system and the moments are described by lower-order correlation functions.
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I. INTRODUCTION

Photon counting experiments have been carried out on ensembles of molecules since the seventies [1–4]. Recent advances in single molecule spectroscopy provide detailed information about environmental fluctuations in the condensed phase which is not available from bulk measurements [5–12].

Statistical analysis of photon counting has been used to distinguish between static (inhomogeneous) and fast (homogeneous) fluctuations of molecular parameters (e.g., frequencies, donor-acceptor distances, and kinetic rates), through correlations between individual photon emission events. Statistical properties of photon counting are commonly described using either correlation functions or factorial moments. The Mandel parameter is a combination of moments widely used as a direct test for deviations from Poissonian statistics [4]. Photon counting statistics was originally formulated in terms of correlation functions of the electric field [4,13,14]. However, for single molecule experiments it is more natural to recast it in terms of molecular correlation functions.

One measure of a nonclassical state of the radiation field is photon antibunching. This effect which reflects the inability of a two level system to emit two photons in a short time interval has been described using the Bloch equations for a single two level atom [15–17]. More detailed single-molecule experiments carried out over the past two decades [5–8] focused on bath-induced spectral properties. The stochastic behavior of single molecule trajectories was widely studied [11,18–20].

A stochastic two state sudden jump model of spectral diffusion [21,22] was recently used to express the second factorial moment in the terms of four-time correlation functions [12,23]. A perturbative weak-field solution of the Bloch equations was used to investigate the influence of frequency fluctuations on the emitted light intensity. Microscopic simulations of photon counting experiments require the conditional probabilities for different photon count histories, and a resetting procedure [24] which specifies the state of the system after the emission event. Monte Carlo wave-function techniques were utilized to calculate both fluctuation and quantum-mechanical effects [25,26]. The generating function formalism [13,14,27] was employed to study spectral diffusion resulting from stochastic frequency fluctuations [28,29]. However, stochastic models [12,22,28–34] only apply in the infinite temperature limit, where the effect of the system on the bath is negligible and, consequently, they have some inherent limitations, e.g., they cannot account for the fluorescence Stokes shift [35], which is an important direct signature of spectral diffusion.

In this paper we develop a perturbation theory for the moments of photon counting statistics from a two level system driven by a classical optical field and coupled to a finite temperature quantum bath. In Sec. II we show how photon counting observables can be calculated using the generating function approach. The only approximation made is that spontaneous emission is described by a master equation [36]. The factorial moments for a two level model undergoing spectral diffusion are calculated in Sec. III. All observables are recast in terms of multipoint bath correlation functions which are expressed both in Liouville space and in Hilbert space. The second factorial moment of the photon count which determines the Mandel parameter is calculated. Application is made to a Brownian oscillator model of the bath. In Appendix A we present rules for constructing double-sided Feynman diagrams for factorial moments, which resemble those used in ultrafast nonlinear spectroscopy [35]; the fundamental connection between the two observables is thus established. The connection to stochastic models is finally discussed in Sec. IV.

II. GENERATING FUNCTIONS FOR SINGLE-PHOTON COUNTING OBSERVABLES

The most fundamental physical quantity which carries the complete information contained in single-photon counting measurements is the joint probability density \( P^{(n)}(t_0; \tau_1, \tau_2, \ldots, \tau_n; t) \), to detect \( n \) photons during the observation window (between \( t_0 \) and \( t \)), the first photon emitted at time \( \tau_1 \), the second at time \( \tau_2 \), etc. Other less-detailed observables do not monitor individual photons, but record the number \( n(t) \) of emitted photons in a given time window. \( n(t) \) is connected to the time resolved fluorescence intensity:
\begin{align}
I(t) &= \frac{n(t + \Delta t) - n(t)}{\Delta t}, \quad \Delta t \to 0. \tag{1}
\end{align}

We focus on two common steady-state observables. The autocorrelation function $h^{(2)}$ of fluorescence intensities $I$ is defined by
\begin{align}
\frac{h^{(2)}(\tau)}{\langle I(\tau + \tau) \rangle} &= \langle I(\tau + \tau)I(\tau) \rangle \tag{2}.
\end{align}

Multipoint quantities can be defined in a similar way. It follows directly from these definitions that $h^{(2)}$ is related to $P^{(n)}$ by
\begin{align}
\langle I(\tau + \tau)I(\tau) \rangle &= \frac{1}{(\bar{n})^2} \left( P^{(2)}(\tau_0; t_0, t_0 + \tau, t_0 + \tau) 
+ \int_{t_0}^{t_0 + \tau} dt_1 P^{(3)}(t_0; t_1, t_1 + \tau, t_0 + \tau) 
+ \int_{t_0}^{t_0 + \tau} dt_1 \int_{t_1}^{t_0 + \tau} dt_2 P^{(4)}(t_0; t_1, t_2, t_0 + \tau, t_0 + \tau) 
+ \cdots \right). \tag{3}
\end{align}

At steady state $h^{(2)}$ is independent on the initial time $t_0$. $P^{(2)}(\tau_1, \tau_2; t_0, t_0)$ and $h^{(2)}(\tau_2 - \tau_1)$ differ by whether the emission is controlled during the time interval. $P^{(2)}$ implies that only two photons were emitted during the observation period whereas $h^{(2)}$ does not specify the total number of photons.

For a two level model with no fluctuations or when the bath fluctuations are fast, the multitime probabilities may be factorized into products of two-time quantities,
\begin{align}
h^{(n)}(\tau_1, \tau_2, \ldots, \tau_{n-1}) = \prod_{i=1}^{n-1} h^{(2)}(\tau_i - \tau_{i-1}). \nonumber
\end{align}

No additional information is then carried by high-order correlation functions since the bath is at equilibrium at all times. This factorization does not hold when fluctuations are slow, or when more than two levels are involved where the state of the bath (or the system) after emission may depend on the photon emission history. Memory thus builds up, and can be probed by higher-order correlation functions.

The probability of detecting precisely $n$ photons during the $(t_0; t)$ observation window is
\begin{align}
Q(n; t_0, t) &= \int_{t_0}^{t} \cdots \int_{t_{n-1}}^{t} P^{(n)}(t_0; t_1, t_2, \ldots, t_n) dt_1 \cdots dt_n. \tag{4}
\end{align}

For a Poissonian process the probability
\begin{align}
P^{(n)}(t_0; t_1, t_2, \ldots, t_n; t) &= \lambda^n \exp[\lambda(t-t_0)n] \nonumber
\end{align}

is independent on the times $t_i$ so that $Q(n; t_0, t) = [\lambda(t-t_0)]^n / (n!) \times \exp[\lambda(t-t_0)n]$.

The $m$th factorial moment of the distribution is defined by
\begin{align}
\langle n(n-1) \cdots (n-m+1) \rangle &= \sum_{k} k(k-1) \cdots (k-m+1) Q(k; t_0, t). \tag{5}
\end{align}

A commonly used combination of moments is the Mandel parameter,
\begin{align}
M(\tau) &= \frac{\langle n(n-1) \rangle - \langle n \rangle^2}{\langle n \rangle}. \tag{6}
\end{align}

$M=0$ $(M<0)$ implies Poissonian (subpoissonian) statistics. Equation (5) shows that the Mandel parameter (as any other factorial moment) may be derived from the joint density $P$, but carries less information.

At steady state the Mandel parameter and the fluorescence autocorrelation function are connected [17,33,34]:
\begin{align}
M(t) &= \frac{2\int_{t}^{t} dt_1 \int_{t_0}^{t_1} dt_2 [h^{(2)}(t_2) - 1]}{t}. \tag{7}
\end{align}

We next show how all these quantities may be conveniently calculated using the generating function formalism [4,13,14,27,29,37]. We consider a multilevel system with states $|i\rangle, |j\rangle$ described by the density matrix $\hat{\rho}$. Photon counting measures localized emission events in time, and spontaneous emission is adequately described by the master equation which has been derived microscopically starting with the quantum Hamiltonian of the radiation field [36]:
\begin{align}
2 \left( \frac{d\hat{\rho}}{dt} \right)_M &= \sum_{ijkl} \gamma_{ij,kl} (\hat{S}_l^+ \hat{S}_k \hat{\rho} + \hat{S}_k^+ \hat{S}_l \hat{\rho} - \hat{\rho} \hat{S}_l^+ \hat{S}_k \hat{\rho}), \tag{8}
\end{align}

where $\hat{S}_l^+ |i\rangle = |j\rangle, \hat{S}_l |j\rangle = |i\rangle$ are raising (lowering) operators connected with radiative transition from level $|i\rangle$ to lower level $|j\rangle$.

Equation (8) is written in Hilbert space, where $\hat{\rho}$ is a matrix. We next transform it to Liouville space and adopt tetradic notation. The elements of Liouville space are $\gamma_{ij,kl} = |i\rangle \langle j|$, $\hat{\rho}$ becomes a vector (rather than a matrix) in this higher space. Using this notation we can recast the master equation in the form
\begin{align}
\left( \frac{d\hat{\rho}}{dt} \right)_M &= \hat{\mathcal{R}} \hat{\rho} - \hat{\Gamma} \hat{\rho}, \tag{9}
\end{align}

where $\hat{\mathcal{R}}$ and $\hat{\Gamma}$ denote the positive and negative contributions to Eq. (8),
\begin{align}
\hat{\mathcal{R}} &= \sum_{ijkl} |ij\rangle \langle j| \gamma_{ij,kl} (|kl\rangle \langle kl|); \\
2\hat{\Gamma} &= \sum_{ijkl} |ij\rangle \langle j| \gamma_{ij,kl} (|kl\rangle \langle kl|) + \sum_{ijkl} |ij\rangle \langle j| \gamma_{ij,kl} (|kl\rangle \langle kl|). \tag{10}
\end{align}

The reseting superoperator $\hat{\mathcal{R}}$ describes the observation of a photon [24]. For spectrally resolved detection we should include in the reseting matrix only those rates related to the observed transitions within the detection bandwidth.
The time evolution of the multilevel system is described by the system Hamiltonian $H_S$ together with the Hamiltonian $\hat{H}_{SB}$ which describes the bath and its interaction with the system. We take $\hat{H}_{SB}$ to be of the form

$$\hat{H}_{SB} = \sum_j |j\rangle \langle j| \hat{H}_B(j), \tag{11}$$

where $q$ are the quantum bath degrees of freedom. Equation (11) represents a general model of spectral diffusion whereby the system energies are modulated by the bath. The full time evolution is given by the Liouville equation

$$\frac{d\hat{\rho}}{dt} = -i[\hat{H}, \hat{\rho}] - i[\hat{H}_{SB}, \hat{\rho}] + \left( \frac{d\hat{\rho}}{dt} \right)_{M}. \tag{12}$$

We shall adopt superoperator notation in the bath space and define left $S^{(L)}$ and right $S^{(R)}$ superoperators which act on the ket and the bra, respectively,

$$S^{(L)} \hat{\rho} = \hat{S} \hat{\rho}, \quad S^{(R)} \hat{\rho} = \hat{\rho} \hat{S}. \tag{13}$$

We further switch to the interaction picture by using the unitary transformation

$$U(t) = \exp(i \hat{H}_{SB} t). \tag{14}$$

This transformation does not affect the state of the system since $\hat{H}_{SB}$ is diagonal in the system space, but has a non-trivial action on the bath,

$$U(t) = \sum_j |j\rangle \exp(i \hat{H}_B(j)) \langle j|. \tag{15}$$

In the following, quantities without a hat (') correspond to the interaction representation. The system Hamiltonian $H_S$ is transformed as

$$H_\lambda(t) = U(t) \hat{H}_\lambda U^\dagger(t)$$

and similarly the master equation and other superoperators are transformed according to

$$\mathcal{R}(t) = U^{(L)}(t) \mathcal{U}^{(R)}(t) \hat{\mathcal{R}} U^{(L)}(t) \mathcal{U}^{(R)}(t),$$

$$\Gamma(t) = U^{(L)}(t) \mathcal{U}^{(R)}(t) \hat{\Gamma} U^{(L)}(t) \mathcal{U}^{(R)}(t). \tag{15}$$

The Liouville equation in the interaction representation finally reads

$$\frac{\partial}{\partial t} \rho = \mathcal{L}(t) \rho = \mathcal{L}_\lambda(t) \rho + \mathcal{R}(t) \rho - \Gamma(t) \rho; \tag{16}$$

$$\mathcal{L}(t) = -i[H_\lambda(t), \ldots]$$

describes evolution of the optically driven multilevel system.

To define the conditional density matrices for photon statistics, we partition the Liouville superoperator as

$$\mathcal{L}(t) = \mathcal{L}'(t) + \mathcal{R}(t), \tag{17}$$

where

$$\mathcal{L}'(t) = \mathcal{L}_\lambda(t) - \Gamma(t).$$

We further define the time evolution operator for the conditional density matrix when no photon is observed [29],

$$G(t; t_0) = \exp \int_{t_0}^{t} dt' \mathcal{L}'(t'), \tag{18}$$

the action of the resetting matrix $\mathcal{R} \rho$ gives the conditional density matrix after photon emission. The $n$-point distribution of photons is then [13, 14, 37]

$$P_l(t_0; \tau_1, \tau_2, \ldots, \tau_n, t) = \text{Tr} \mathcal{G}(t; t_0) \mathcal{R}(\tau_1) \cdots \mathcal{R}(\tau_n) \mathcal{G}(\tau_1; t_0) \mathcal{G}(\tau_2; t_0) \mathcal{R}(\tau_1) \mathcal{R}(\tau_2) \cdots \mathcal{R}(\tau_n) \mathcal{G}(\tau_1; t_0) \rho(t_0). \tag{19}$$

The generating superoperator is constructed by multiplying conditional density matrices describing the observation of $n$ photons before time $\tau$ by a prefactor $s^n$, and summing

$$\mathcal{G}(t; t_0; s) = \sum_{n=0}^{\infty} s^n \int_{t_0}^{t} \cdots \int_{t_n}^{t} \mathcal{G}(t; \tau_n) \mathcal{R}(\tau_n) \cdots \mathcal{R}(\tau_2) \mathcal{G}(\tau_2; \tau_1) \mathcal{R}(\tau_1) \mathcal{G}(\tau_1; t_0) d\tau_1 d\tau_2 \cdots d\tau_n = \exp \int_{t_0}^{t} \left[ \mathcal{L}'(\tau') + s \mathcal{R}(\tau') \right] d\tau'. \tag{20}$$

Note that for $s=1$ the generating superoperator simply coincides with the evolution superoperator. Equation (20) can be also recast in a differential form [37],

$$\frac{d \mathcal{G}(t; t_0; s)}{dt} = [\mathcal{L}(t) - (1-s) \mathcal{R}(t)] \mathcal{G}(t; t_0; s), \quad \mathcal{G}(t = t_0; s) = 1. \tag{21}$$

The generating function is finally obtained by tracing $\mathcal{G}$ over all system and bath variables:

$$\mathcal{G}(t, s) = \text{Tr} [\mathcal{G}(t; t_0; s) \rho(t_0)]. \tag{22}$$

We consider an optically driven molecule in a steady state. We formally switch the electric field adiabatically starting at $t = -\infty$ where the system was at equilibrium in the ground state with the distribution $\rho_{eq}$. The steady state is reached at $t_0$, and the density matrix at the beginning of the photon counting period is

$$\rho(t_0) = \exp \int_{-\infty}^{t_0} \mathcal{L}(\tau') d\tau' \rho_{eq}. \tag{23}$$

The generating function is obtained by combining Eq. (23) with Eqs. (20) and (22).

In Eq. (22) we calculate separately $\rho(t_0)$ [Eq. (23)] and the subsequent evolution [Eq. (20)]. It is possible to combine the two and derive a single-step expression for the generating function. To that end we define a function $\kappa$. 
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\[ \kappa(\tau', t_0; s) = 1 \text{ for } -\infty < \tau' < t_0, \]
\[ \kappa(\tau', t_0; s) = s \text{ for } t_0 < \tau' < \infty. \]  

(24)

This function is equal to \( s \) (1) for \( \tau' > t_0 \) (\( \tau' < t_0 \)) when emitted photons are counted (not counted). Using Eqs. (20) and (22)–(24) the generating function assumes the form
\[ G(t, t_0; s) = \text{Tr} \exp \left( \int_{t_0}^{t} d\tau' [\mathcal{L}'(\tau') + \kappa(\tau', t_0; s)\mathcal{R}(\tau')] \right) \rho_{eq}. \]  

(25)

For independent events, the probabilities \( Q(n; t) \) are simple convolutions of the arrival time distribution \( P^{(2)} \). In Laplace space their contributions to the generating function can be summed
\[ \tilde{G}(z, s) = \frac{1}{s + \tilde{F}^{-1}(z)}, \]  

(26)

where \( z \) is the Laplace conjugate to time and \( \tilde{G}(z, s) = \int_{t_0}^{t} e^{-z(t-t_0)} dt \) is the Laplace transform of \( \tilde{G} \), and similarly for \( P \).

The expectation values and factorial moments may be obtained by differentiating the generating function with respect to \( s \):
\[ \frac{d^n}{ds^n}G(t, t_0; s)|_{s=1} = \langle n(n-1) \cdots (n-m+1) \rangle. \]  

(27)

Using Eq. (6) the Mandel parameter is given by
\[ M(t-t_0) = \frac{(\partial^2/\partial s^2)G(t, t_0; s)|_{s=1}}{(\partial/\partial s)G(t, t_0; s)|_{s=1}} - \frac{\partial}{\partial s}G(t, t_0; s)|_{s=1}. \]  

(28)

Finally, the \( n \)-point autocorrelation function Eq. (2) is
\[ h^{(n)}(\tau_{n-1}, \ldots, \tau_1) = \frac{\langle \text{Tr} \mathcal{R}(\tau_{n-1}, \tau_{n-2}; s = 1) \cdots \mathcal{R}(\tau_1, t_0; s = 1) \mathcal{R}\rho(t_0) \rangle}{\langle \text{Tr} \mathcal{R}\rho(t_0) \rangle^n}. \]  

(29)

### III. PROBING SPECTRAL DIFFUSION BY THE SECOND FACTORIAL MOMENT

We consider a molecule with two electronic levels (a ground state \(|g\rangle \) and an excited state \(|e\rangle \) with energy \( e \)) which interacts with a resonant classical laser field with frequency \( \omega \). In the rotating wave approximation the system Hamiltonian is
\[ \hat{H}_S = |e\rangle \langle e| + E(t)e^{-i\omega t}|e\rangle \mu(g) + E^*(t)e^{i\omega t}|g\rangle \mu^* (e), \]  

(30)

where the transition dipole moment \( \mu \) is assumed to be independent on \( q \) [38] and \( E(t) \) is the slowly varying field envelope. \( \hat{H}_{SB} \) [Eq. (11)] is now given by

\[ \hat{H}_{SB} = |g\rangle \langle g| + |e\rangle \langle e| \hat{H}_S. \]  

(31)

The master equation [Eq. (9)] has the following tetradic matrix elements:
\[ \hat{\mathcal{R}}_{gg,ee} = \Gamma, \quad \hat{\mathcal{R}}_{ee,ee} = \Gamma, \quad \hat{\mathcal{R}}_{eg,eg} = 1/2, \quad \hat{\mathcal{R}}_{ge,ge} = 1/2. \]  

(32)

All other elements of \( \hat{\mathcal{R}} \) and \( \hat{\Gamma} \) are zero.

In the interaction representation [Eq. (14)], the dipole moment operator is
\[ D_{eg}(t) = \mu \exp(i\hat{H}_S t)\exp(-i\hat{H}_S t), \]
\[ D_{ge}(t) = \mu^* \exp(i\hat{H}_S t)\exp(-i\hat{H}_S t), \]  

(33)

and the master equation elements are obtained by combining Eq. (15) with Eq. (32),
\[ \Gamma(t) = \hat{\Gamma}, \]
\[ \hat{\mathcal{R}}(t) = (\hat{\mathcal{R}}_{gg,gg} |g\rangle \langle g|) \hat{D}_{eg}(t)\hat{D}_{eg}^*(t)|\langle gg| \]  

(34)

where the superoperator components \( \hat{D}_{eg} \) and \( \hat{D}_{eg}^* \) are defined by Eq. (13):
\[ \hat{D}_{eg}(t)\rho = D_{eg}(t)\rho, \]
\[ \hat{D}_{eg}^*(t)\rho = \rho D_{eg}(t). \]  

(35)

and similarly for the conjugate operator \( \hat{D}_{ge}(t) \).

The generating function is obtained by solving Eqs. (20) and (22), or (25) perturbatively in the electric field. Details of the derivation for a general initial density matrix are given in Appendix B. The various contributions can be represented by double-sided Feynman diagrams [35] whose rules are given in Appendix A (See Fig. 1). The factorial moments are then obtained by differentiation with respect to \( s \), Eq. (27).

We start with the canonical ground-state distribution \( \rho_{eq} \) = \exp(-\beta \hat{H}_S) / \text{Tr}_g \exp(-\beta \hat{H}_S) \) before the electric field is switched on. All Feynman diagrams start at \(|gg\rangle \) at the bottom (Fig. 2). Equation (B9) can be recast in terms of the Liouville-space correlation functions:
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Again, at steady state we simply set the average photon count Eq. (36) where $S_n^{\nu}$ are superoperators with $\nu=(L):(R)$, or in terms of Hilbert-space correlation function:

$$\langle S_1(t_1) \cdots S_n(t_n) \rangle = \text{Tr}_p S_1(t_1) \cdots S_n(t_n) \rho_{eg}, \quad (37)$$

where $S_n$ are Hilbert-space operators.

We denote the time intervals $t_{ij} = t_i - t_j$. The second-order contribution to the average photon count [Eq. (B12)] is represented by the two Feynman diagrams shown in Fig. 2. These diagrams come in complex conjugate pairs, e.g.,

$$\langle \langle D_{ge}^{(L)}(t_2)D_{ge}^{(R)}(t_1) \rangle \rangle_g = \langle \langle D_{ge}^{(R)}(t_2)D_{ge}^{(L)}(t_1) \rangle \rangle_g.$$

Introducing the two-time correlation function

$$J(t_2 ; t_1) = \langle \langle D_{ge}^{(R)}(t_2)D_{ge}^{(L)}(t_1) \rangle \rangle_g = \langle D_{ge}(t_2)D_{ge}(t_1) \rangle_g,$$

the average photon count Eq. (B12) assumes the form

$$\langle n(t ; t_0) \rangle = \left( t - t_0 \right) E^2 \oint_{-\infty}^{0} e^{-\left( \Delta - \Gamma/2 \right) \gamma} J(t_0, \gamma) d\gamma + c.c.$$

The second factorial moment obtained by double differentiation of the generating function Eq. (B8) with respect to $s$ [Eq. (27)] has a leading fourth order term in the electric field Eq. (B13):

$$\langle (n-1)(t ; t_0) \rangle = 2 \frac{1}{|\mu|^2} \int_{t_0}^{t} dt_6 \int_{t_0}^{t} dt_5 \int_{t_0}^{t} dt_4 \int_{t_0}^{t} dt_3 \int_{-\infty}^{t} dt_2 \int_{-\infty}^{t} dt_1 E^2 (t_2)E(t_1) e^{-T(\Delta + s)} \times \left[ E^2 * (t_5)E(t_4)e^{(\Delta - \Gamma/2)\gamma} J(t_4, \gamma) d\gamma \right] + c.c.$$
graph (given by differentiation with respect to \( s \)) accounts for all possible choices of pairs of lines.

Let us consider the Feynman diagram for the second factorial moment given in Fig. 3(A). The molecule initially at equilibrium in the ground state interacts with the electric field, first with the bra (from the right) at time \( t_1 \), then with the ket (left) at time \( t_2 \). The propagation in \( |ge\rangle \) between \( t_1 \) and \( t_2 \) includes the decay rate \( \Gamma/2 \) representing excited-state lifetime; pure dephasing is included in the bath correlation function. The excited-state evolution depends on the molecule-bath correlation. In our model, the spontaneous emission rate does not depend on the bath variables, and the average photon counting rate [Eq. (39)] can be calculated in the weak-field limit, independent on the subsequent relaxation. During \( t_{12} \) the molecule evolves in the excited state. At \( t_3 \) we observe the emitted photon and the molecule moves to the ground state. The excitation at times \( t_4 \) and \( t_5 \) and the second emission at time \( t_6 \) can be interpreted similarly. Depending on the spontaneous emission rate, the relaxation rate, and laser detuning, the molecule after the emission at \( t_4 \) may be in the nonstationary state. Thus the probability of subsequent absorption from the initial state may be different. Various emission events may become correlated, resulting in deviations from Poissonian distribution.

Equation (40) can be recast in the form

\[
\langle n(n-1)\rangle(t,t_0) = 2E^2(\Gamma/|\mu|)^2 \int_0^t dt_6 \int_0^{t_6} dt_5 \int_0^{t_5} dt_4 \int_0^{t_4} dt_3 \int_0^{t_3} dt_2 \int_{-\infty}^{t_2} dt_1 e^{-\Gamma(t_6+t_{12})} \\
\times e^{-\Gamma(t_5+t_{21})/2} [e^{\Delta(t_{54}+t_{21})}F(t_2,t_5,t_4,t_3,t_1) + e^{\Delta(t_{45}+t_{21})}F(t_2,t_3,t_4,t_5,t_1)] + \text{c.c.} \quad (41)
\]

with the six point Hilbert-space correlation function

\[
F(t_1,t_2,t_3,t_4,t_5,t_6) = \langle D_{ge}(t_1)D_{eg}(t_2)D_{eg}(t_3)D_{eg}(t_4)D_{eg}(t_5)D_{eg}(t_6) \rangle_{g}. \nonumber
\]

The Hilbert-space expression is less transparent compared to its Liouville-space counterpart [Eq. (40)] since it mixes time variables coming from the evolution of the bra and the ket. The quantum treatment of the bath allows us to present the factorial moments using Hilbert-space correlation functions. Stochastic approaches which are not based on a Hamiltonian for the bath can only be represented by Liouville-space correlation functions.

Closed expressions for the correlation functions can be derived for the Brownian oscillator (spin boson) model for the bath [35,39].

\[
\hat{H}_g = \sum_j \left( \frac{p_j^2}{2m_j} + \frac{1}{2}m_j\omega_j^2 q_j^2 \right), \nonumber
\]

\[
\hat{H}_e = \sum_j \left( \frac{p_j^2}{2m_j} + \frac{1}{2}m_j\omega_j^2 (q_j + d_j)^2 - \frac{1}{2}m_j\omega_j^2 d_j^2 \right). \quad (42)
\]

We define the energy gap between the ground- and excited-state Hamiltonians \( \hat{U}(q) = \hat{H}_e - \hat{H}_g \). Its time evolution with respect to the ground-state Hamiltonian is

\[
U(\tau) = \exp(i\hat{H}_g \tau) \exp(-i\hat{H}_g \tau). \quad (43)
\]

We further introduce the auxiliary line broadening function:

\[
g(t) = \int_0^t \int_0^{\tau_1} \langle U(\tau_1)U(\tau_2) \rangle d\tau_1 d\tau_2 = g'(t) + ig''(t). \quad (44)
\]

The correlation functions for this model are calculated in Appendix E using the second-order cumulant expansion. We then have

\[
J(t_1,t_2) = |\mu|^2 \text{exp}[-g(t_{12})] \nonumber
\]

\[
F(t_1,t_2,t_3,t_4,t_5,t_6) = |\mu|^6 \text{exp}[g(t_{13}) - g(t_{14}) - g(t_{16}) - g(t_{34}) - g(t_{56}) + g(t_{46}) - 2ig''(t_{32}) + 2ig''(t_{12})]. \quad (45)
\]

g(t) may be recast in terms of the bath spectral density \( C''(\omega) \) (The Fourier transform of the imaginary part of \( \langle U(t)U(0) \rangle \)):

\[
g(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1 - \cos(\omega t)}{\omega^2} \coth(\beta \omega/2) C''(\omega) \nonumber
\]

\[
- \frac{i}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(\omega t) - \omega t}{\omega^2} C''(\omega). \nonumber
\]

For the overdamped Brownian oscillator spectral density

\[
C''(\omega) = 2\lambda \frac{\omega \Lambda}{\omega^2 + \Lambda^2}, \nonumber
\]

where \( \lambda = \Sigma_j (1/2\hbar)m_j\omega_j^2 d_j^2 \) is the coupling strength to the bath and \( \Lambda \) represents its relaxation rate, in the high- (but not infinite) temperature limit \( \beta \Lambda \ll 1 \) we obtain

\[
g(t > 0) = \frac{2\lambda}{\beta \Lambda^2} [\exp(-\Lambda t) + \Lambda t - 1] \nonumber
\]

\[
- i(\lambda/\Lambda)[\exp(-\Lambda t) + \Lambda t - 1]. \nonumber
\]
The correlation functions are finally obtained by substituting Eq. (46) in Eq. (45). The sixth point correlation function for the relevant time ordering \( t_4, t_3 > t_2 > t_1 > t_0 \) is

\[
F(t_1, t_2, t_3, t_4, t_5, t_6) = |\mu|^6 \exp \left[ \frac{2\lambda}{3\Lambda} (e^{-\Lambda t_3} - e^{-\Lambda t_4} - e^{-\Lambda t_6}) - \frac{\lambda}{\Lambda} (e^{-\lambda t_3} + e^{-\lambda t_4} - e^{-\lambda t_6} \pm e^{-\lambda t_7}) - e^{-\lambda t_6} + e^{-\lambda t_7} \right] 
\]

The upper (lower) sign corresponds to \( t_3 > t_2 \) \((t_3 > t_4) \) ordering. The second factorial moment is finally obtained by substituting Eq. (47) in Eq. (41).

Some care should be taken to calculate the steady state, the averaged photon count, and the second factorial moment at the same level of approximation. For the Mandel parameter, the leading quadratic term (in time) for the second factorial moment and squared intensity should exactly cancel. Any difference introduced by approximations can cause a large error for long binning times, therefore one must use consistent approximations. For the autocorrelation function this means that we need to reproduce \( \langle t^2 \rangle = 1 \) for long times.

The correct asymptotic behavior for long binning times (compared to the radiative lifetime) \( T \approx t - t_0 \to \infty \) can be obtained by factorizing the bath correlation function,

\[
\langle \rho_n(t) \rho_m(t) \rangle = \frac{1}{|\mu|^2} \langle \rho_n(t) \rho_m(t) \rangle_{\text{av}} \times \langle \rho_n(t) \rho_m(t) \rangle_{\text{bath}}
\]

This holds for long delays between photon absorption events \( |t_4 - t_3| \gg |t_2 - t_1|, |t_5 - t_4|, \Lambda^{-1} \). By integrating Eq. (40) over \( t_3, t_6 \), we get for long binning times \( T \to \infty \) that the dominating quadratic coefficient of the second factorial moment is equal to the squared coefficient for the linear term of the average photon count,

\[
\frac{1}{T^2} \int_0^T dt_4 \int_0^{t_4} dt_5 \int_0^{t_5} dt_2 \int_{-\infty}^{t_2} dt_1 e^{i(\Delta - \gamma) t_2} \langle D_{ge}(t_2) D_{eg}(t_3) \rangle_{\text{av}}
\]

Generally, the Mandel parameter approaches a constant limiting value for ergodic systems and large binning times. This is satisfied by Eq. (48).

The correlation function may be calculated from the second factorial moment by rewriting Eq. (7) as

\[
h^{(2)}(t-t_0) = \frac{(t-t_0)^2 \langle n(n-1) \rangle}{2 \langle n(t,t_0) \rangle^2} \frac{d^2}{dt^2}.
\]

Using Eq. (B13) and

\[
\frac{d^2}{dt^2} \int_0^t \int_0^{t_1} e^{-i(\gamma - \gamma')} G(t) dt_2 dt_1 = G(t) - \Gamma \int_0^t e^{-\gamma(t-t_1)} G(t_1) dt_1
\]

we get

\[
h^{(2)}(t-t_0) = \frac{E^4(t-t_0)^2 \gamma^2}{\langle n^2 \rangle |\mu|^2} \int_0^t dt_4 \int_0^{t_4} dt_5 \int_0^{t_5} dt_2 \int_{-\infty}^{t_2} dt_1 e^{-i\gamma t_2} e^{i(\Delta - \gamma/2) t_2} \times \left[ e^{i(\Delta - \gamma/2)(t-t_4)} \langle D_{ge}(t_4) D_{eg}(t_3) D_{ge}(t_2) D_{eg}(t_1) \rangle \right] \times \left[ e^{i(\Delta - \gamma/2)(t-t_5)} \langle D_{ge}(t_5) D_{eg}(t_4) D_{ge}(t_2) D_{eg}(t_1) \rangle \right]
\]

In Hilbert space Eq. (50) reads

\[
h^{(2)}(t-t_0) = \frac{E^4(t-t_0)^2 \gamma^2}{\langle n^2 \rangle |\mu|^2} \int_0^t dt_4 \int_0^{t_4} dt_5 \int_0^{t_5} dt_2 \int_{-\infty}^{t_2} dt_1 e^{-i\gamma t_2} e^{i(\Delta - \gamma/2) t_2} \times \left[ e^{i(\Delta - \gamma/2)(t-t_4)} F(t_2, t_3, t_4, t_5, t_6) \right] + c.c.
\]

(51)
Higher factorial moments can be calculated in a similar way. The third factorial moment to sixth order in the electric field is given in Appendix D.

IV. COMPARISON WITH STOCHASTIC MODELS

Photon counting is usually calculated using stochastic models [28–31] described by the stochastic Liouville equation [22] which assumes that the bath evolution is independent of the state of the system. Common models of the bath are the multistate jump or the collective Gaussian coordinate. To compare our microscopic expressions with stochastic models we note that for classical stochastic models, the left (ket) and right (bra) bath density-matrix variables are identical, which gives

\[ (1/|\mu|^2)D^{(L)}_{ge}(t)D^{(R)}_{eg}(t) \to (1/|\mu|^2)D^{(L)}_{ge}(t)D^{(R)}_{eg}(t) = 1. \]  

(52)

In this relation, the dipole moments are considered as stochastic c-number variables \( [D_{ge}(t) = D^*_{eg}(t)] \) rather than operators in the bath Hilbert space. Applying Eq. (52) to the contributions to the factorial moment given in Appendix A, the time variable associated with the emission event can be integrated out giving

\[ \int_{t_0}^{t_{k+1}} dt e^{-\Gamma(t-t_0)}(1/|\mu|^2)D^{(L)}_{ge}(t_0)D^{(R)}_{eg}(t_0) \cdots \rightarrow \left[ \xi(t_0) - e^{-\Gamma(t_{k+1} - t_0)} \right] \cdots, \]  

(53)

where \( \xi(t) = 1 \) for \( t > t_0 \) and \( \exp(-\Gamma(t_0 - t)) \) for \( t_0 > t \). For stochastic models the six point correlation function thus reduces to a four point function,

\[ K(t_1,t_2,t_3,t_4) = \langle D^*_{ge}(t_4)D^*_{eg}(t_3)D_{ge}(t_2)D_{eg}(t_1) \rangle \]

\[ = \langle D^*_{eg}(t_2)D^*_{eg}(t_3)D_{eg}(t_2)D_{eg}(t_1) \rangle. \]

Substituting Eq. (53) in Eq. (49) gives

\[ \langle n(n - 1)(t;t_0) \rangle = 2E^2(|\mu|^2) \int_{t_0}^{t} dt_3 \int_{t_0}^{t} dt_2 \int_{t_0}^{t} dt_1 \times \left[ \xi(t) - e^{-\Gamma(t-t_0)} \right] \times e^{i(\Delta - \Gamma/2)t_3}K(t_1,t_2,t_3,t_4) + c.c. \]  

(54)

This result can be obtained for the Brownian oscillator bath Eq. (45) by neglecting the imaginary part of \( g \). The correlation function Eq. (45) then becomes independent on the emission time \( t_2 \).

The reduction to a four point quantity and the transformation (53) are a direct consequence of the stochastic model for the bath: The bath does not respond to the system, its evolution does not depend on whether the system is in the ground state or in the excited state, and consequently the diagram does not depend on the emission time \( t_3 \).

The effect of Eq. (53) can be also seen by including the matrix \( \mathcal{W} \) [Eq. (B3)] that describes the emission into the free Liouville operator \( \mathcal{L}_0 \) Eq. (B2). Direct exponentiation [for \( (t > t_0) \)] gives the free Green function, which now has also off diagonal \( gg, ee \) elements. The corresponding Feynman diagrams can be described as follows: Assume that the system starts at \( t = 0 \) in the excited state \( |ee\rangle \), emits a photon at \( t_2 \), and then propagates in the ground state \( |gg\rangle \) to \( t_3 \). For this process we assign the factor \( s(1 - \exp(-\Gamma(t_1 - t_0))) \) independent on the time \( t_2 \) in the emission vertex. Stated differently, we have a two time factor (Green function) not only for \( ee \rightarrow ee \); \( eg \rightarrow eg \); \( ge \rightarrow ge \); \( gg \rightarrow gg \), but also for propagation with emission \( ee \rightarrow gg \) somewhere between these times.

In the Schrödinger picture, the stochastic model can be introduced in the following way: consider the Green function \( \mathcal{G} \) describing \( \hat{H}_S \) propagation on the ground state and \( \hat{H}_B \) on the excited level. The perturbation theory is represented by the same Feynman diagrams (Fig. 3), the dipole moments are constant while the Green function represents a nontrivial evolution in the bath Liouville space. For instance, the Feynman diagram in Fig. 3(A) represents \( \mathcal{G}_{ge,ge}(t_3)G_{ge,ge}(t_4)G_{ee,ee}(t_2)G_{gg,gg}(t_1) \). For stochastic models models the bath evolution is independent on the state of system so that \( \mathcal{G}_{gg,gg} = \mathcal{G}_{ee,ee} \). We can therefore combine the two Green functions and obtain

\[ \langle \mathcal{G}_{ge,ge}(t_3)\mathcal{G}_{ee,ee}(t_3)\mathcal{G}_{ee,ee}(t_2)\mathcal{G}_{gg,gg}(t_1) \rangle = \langle \mathcal{G}_{ge,ge}(t_3)\mathcal{G}_{ee,ee}(t_2)\mathcal{G}_{gg,gg}(t_2) \rangle. \]  

(56)

The \( t_{23} \) evolution is either in the ground state or in the excited state and the correlation function does not depend on \( t_3 \). To complete the contribution of a particular Feynman diagram one must multiply by the decay factors \( e^{-\Gamma(t_3-t_2)}, e^{-\Gamma(t_2-t_1)}, \) and \( e^{-\Gamma(t_2-t_1)} \) respectively. The independence on the emission time is a fundamental difference between stochastic and microscopic models.

In the slow fluctuation regime (compared with the radiative rate), the bath hardly changes during the excited-state evolution, and the use of stochastic models is well justified. The Stokes shift is most relevant in the intermediate regime when the bath and spontaneous emission rates are comparable. The collective coordinate is very different for the microscopic and stochastic models, as its center evolves in a different way in the excited state. Also antibunching on the \( \Gamma^{-1} \) time scale is not dominant in this regime, unlike the fast relaxation regime. The effect of detuning is expected to be significant. For resonant excitation (Fig. 4) the coordinate moves on the excited state towards the center of excited level and after emission, there will be a short delay for relaxation near the ground-state minimum, where the absorption occurs. This contributes to antibunching. In contrast, the stochastic model coordinate is still near the center of the ground state. For small detunings (Fig. 5) the excited-state wave packet moves in opposite directions in the stochastic and in the microscopic models. The microscopic model wave packet relaxes through the region of high absorbance causing significant photon bunching which is absent in the stochastic model.
Recent studies had used a semiclassical definition of photon counting \[12, 23\]. This approach introduces the stochastic photon count variable \(n(x)\) for a given realization \(x\) of stochastic bath variable. \(n\) is calculated to second order in the electric field. The average photon count \(\langle n(x) \rangle\) and higher moments \(\langle n^2(x) \rangle\), etc., are then defined as the average over realizations of \(x\). Formally, the semiclassical approximation differs from the exact microscopic formulation Eq. (40) in several ways. (i) Since the bath is treated classically, the second factorial moment is given by a four point rather than a six point correlation function. (ii) The semiclassical expressions contain additional nonphysical non-time-ordered terms which never show up in the exact formulation. (iii) Photon antibunching is not accounted for by the semiclassical approach.

In conclusion, we have developed a microscopic correlation-function theory of photon counting statistics by employing a generating function approach to describe statistical quantities connected with single molecule spectroscopy. A perturbative expansion in the electric field was carried out for an optically driven two level model and stochastic models were generalized to include a quantum model of the bath. For an optically driven two level model and stochastic models were generalized to include a quantum model of the bath. A perturbative expansion in the electric field was carried out employing a generating function approach to describe statistical quantities connected with single molecule spectroscopy.

The support of the National Science Foundation (Grant No. CHE-0132571) and NIRT (Grant No. EEC 0303389) and the Air Force Office of Scientific Research (Grant No. FA9550–04–10332) is gratefully acknowledged.

**APPENDIX A: FEYNMAN DIAGRAMS FOR THE FACTORIAL MOMENTS**

Specific contributions to the factorial moments can be represented graphically. Below we give the rules for constructing the double sided Feynman diagrams representing Eqs. (B7) and (B8).

(i) Two vertical lines represent the density matrix, time runs from bottom to top. Each line has for a given time either the value \(e\) (excited state) or \(g\) (ground state).

(ii) Vertical lines running through the time interval \(\tau\) are assigned the following factors: (a) \(gg\) line: factor 1; (b) \(ge\) line: factor \(e^{-(\Delta t/2)}e_{\tau}\); (c) \(eg\) line: factor \(e^{(\Delta t/2)}e_{\tau}\); (d) \(ee\) line: factor \(\exp(-E)\).

(iii) Photon emission is represented by a bold horizontal line changing the state \(ee \rightarrow gg\) on the vertical lines. It carries a factor \((s\Gamma/|\mu|^2)D_{gg}(t)D_{eg}^{(2)}(t)\), for calculation of the generating function using Eq. (20) or \([\kappa( t_{0}; \tau ) / | \mu |^2 ] D_{gg}^{(2)}( t ) D_{gg}^{(2)}( t )\) when the generating function for the stationary state is calculated using Eq. (25).

(iv) Wavy lines represent interactions with the optical field, changing the particular line \(e \rightarrow g\) or \(g \rightarrow e\). Each interaction has a factor \(i\); altogether the diagram has factor \(i^k\), where \(K\) is the order, i.e., number of wavy lines in graph. Factors \(\pm D_{gg}^{(2)}( t )\) are assigned by the following rules (see Fig. 1):

(a) left side: \(g \rightarrow e, \quad -E(t)D_{gg}^{(2)}(t), \quad e \rightarrow g, \quad -E^*(t)D_{gg}^{(2)}(t)\);

(b) right side: \(g \rightarrow e, \quad E^*(t)D_{gg}^{(2)}(t), \quad e \rightarrow g, \quad E(t)D_{gg}^{(2)}(t)\).

After assigning the correct factor to each diagram, summation finally gives the generating function. For calculating the \(n\)th factorial moment all diagrams with \(n\) or more emission lines should be included. (Note that \(k\) emission implies that there are least \(2k\) interactions in the diagram. Therefore the number of diagrams for a given order in the electric field is finite.) Their factors are summed up and \(n\)th derivative in \(s\) should be taken to obtain the \(n\)th factorial moment. To avoid \(s\) derivatives of Eq. (20) an additional factor \(m(m-1)\cdots(m-n+1)\) is assigned, where \(m\) is the number of horizontal thick emission lines.

**APPENDIX B: THE GENERATING FUNCTION**

In this appendix we derive the generating function Eq. (22) and the factorial moments for the model introduced in...
where \( q \) is the ket bath variable and \( q' \) is the bra variable of density matrix. We further represent the electric field [Eq. (30)] \( E(t) = Ef(t) \), where the intensity of the field \( E \) serves as a formal parameter of perturbative expansion and \( f(t) \) is the slowly varying function, which is set to 1 for continuous-wave experiment.

We partition the Liouville operator Eq. (16) into a free part and perturbation:

\[
\mathcal{L} + (\kappa - 1)R = \mathcal{L}_0 + \mathcal{L}_{\text{int}}, \quad \mathcal{L}_0 = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix},
\]

with the \( 2 \times 2 \) blocks

\[
A = \begin{pmatrix} -\Gamma & 0 \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} i\Delta - \Gamma/2 & 0 \\ 0 & -i\Delta - \Gamma/2 \end{pmatrix}.
\]

We expand the generating function is calculated using Eqs. (24) perturbatively in the electric field.

\[
\exp(-\mathcal{L}_0 dt) + \int_0^t \exp(A \mathcal{L}_0(t) + \bar{\mathcal{L}}_{\text{int}}(t)) \times \exp(-\mathcal{L}_0 dt) dt_1 + \int_0^t \int_0^t \exp(A \mathcal{L}_0(t) + \bar{\mathcal{L}}_{\text{int}}(t)) \times \exp(-\mathcal{L}_0 dt) dt_2 dt_1
\]

\[
+ \int_0^t \int_0^t \int_0^t \exp(A \mathcal{L}_0(t) + \bar{\mathcal{L}}_{\text{int}}(t)) \times \exp(-\mathcal{L}_0 dt) dt_3 dt_2 dt_1 + \cdots \rho(t_0).
\]

To simplify the result obtained by applying Eq. (B6) to our model Eq. (B1), we will assume that the initial state is diagonal in the system variables. We then get a simplified description using a two-dimensional subspace \((\rho_{ee}(q,q');\rho_{gg}(q,q'))\). To that end we introduce auxiliary \( 2 \times 2 \) matrices \( A(t_1,t_0) = \exp A(t_1-t_0) \) and \( C(t_2,t_1) = \exp[B(t_2-t_1)] ) \) with elements

\[
C(t_2,t_1) = \begin{pmatrix} c_{ee}(t_2,t_1) & c_{eg}(t_2,t_1) \\ c_{ge}(t_2,t_1) & c_{gg}(t_2,t_1) \end{pmatrix},
\]

\[
c_{ee} = - e^{-i(\Delta-\Gamma/2)t_2} f(t_2) f(t_1) D_{ee}^{R}(t_2) D_{ee}^{L}(t_1)
- e^{-i(\Delta-\Gamma/2)t_1} f(t_1) f(t_2) D_{ee}^{L}(t_1) D_{ee}^{R}(t_2),
\]

\[
c_{eg} = e^{i(\Delta-\Gamma/2)t_2} f(t_2) f(t_1) D_{eg}^{R}(t_2) D_{eg}^{L}(t_1)
+ e^{-i(\Delta-\Gamma/2)t_1} f(t_1) f(t_2) D_{eg}^{L}(t_1) D_{eg}^{R}(t_2),
\]

\[
c_{ge} = e^{-i(\Delta-\Gamma/2)t_2} f(t_2) f(t_1) D_{ge}^{R}(t_2) D_{ge}^{L}(t_1)
+ e^{i(\Delta-\Gamma/2)t_1} f(t_1) f(t_2) D_{ge}^{L}(t_1) D_{ge}^{R}(t_2),
\]

\[
c_{gg} = e^{i(\Delta-\Gamma/2)t_2} f(t_2) f(t_1) D_{gg}^{R}(t_2) D_{gg}^{L}(t_1)
- e^{-i(\Delta-\Gamma/2)t_1} f(t_1) f(t_2) D_{gg}^{L}(t_1) D_{gg}^{R}(t_2).
\]

For brevity we adopt the following shorthand convention for time-ordered integrations.

\[
\int_{t_0}^t dt_1 \cdots \int_{t_0}^{t_2} dt_3 = \int_{t_0}^t dt_1 \int_{t_0}^t dt_2 \int_{t_0}^{t_3} dt_3 \int_{t_0}^{t_2} dt_2 dt_3.
\]

The generating function is calculated using Eqs. (B1), (B5), and (B6). Note that \( \mathcal{W} A \mathcal{W} = 0 \) (the two level system cannot emit a second photon without an excitation in between), and omit terms independent of \( s \) which do not contribute to any factorial moment. To fourth order in the electric field we get
\[ G(t,t_0;s) = \text{Tr} \left[ \int_{t_0}^{t} d t \tilde{A}(t;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) + \int_{t_0}^{t} d t_1 \int_{t_0}^{t_1} d t_3 \int_{t_0}^{t_1} d t_2 \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_2) \tilde{W}(t_2) \tilde{A}(t_2;t_1) \tilde{A}(t_1;t_0) \right. \\

+ \int_{t_0}^{t} d t_3 \int_{t_0}^{t} d t_2 \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_3) \tilde{C}(t_3;t_2) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_4 \cdots \int_{t_0}^{t} d t_2 \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_4) \tilde{W}(t_4) \tilde{A}(t_4;t_3) \tilde{C}(t_3;t_2) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_5 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_5) \tilde{C}(t_5;t_4) \tilde{A}(t_4;t_3) \tilde{A}(t_3;t_2) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_5 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_5) \tilde{C}(t_5;t_4) \tilde{A}(t_4:t_3) \tilde{A}(t_3;t_2) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_6 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_6) \tilde{C}(t_6;t_5) \tilde{A}(t_5;t_4) \tilde{C}(t_4;t_3) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_6 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_6) \tilde{C}(t_6;t_5) \tilde{A}(t_5;t_4) \tilde{A}(t_4;t_3) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_6 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_6) \tilde{W}(t_6) \tilde{A}(t_6;t_5) \tilde{C}(t_5;t_4) \tilde{A}(t_4;t_3) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \\

+ \int_{t_0}^{t} d t_6 \cdots \int_{t_0}^{t_2} d t_1 \tilde{A}(t;t_6) \tilde{W}(t_6) \tilde{A}(t_6;t_5) \tilde{A}(t_5;t_4) \tilde{A}(t_4;t_3) \tilde{A}(t_2;t_1) \tilde{W}(t_1) \tilde{A}(t_1;t_0) \left. \right] \rho(t_0). \]

The moments are obtained by differentiation with respect to \( s \). The matrix element of \( W \) is denoted \( w_{ge}(t) = \text{[\kappa(t_0,t_1;\mu)^2]} \tilde{D}_{ge}^{(1)}(t)D^{(3)}_{ge}(t) \). The average photon count is given to second order in the electric field:

\[ \langle n \rangle(t,t_0) = \int_{t_0}^{t} d t_1 e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \rho_{ee}(t_1) + E^2 \int_{t_0}^{t} d t_1 \int_{t_0}^{t} d t_3 \int_{t_0}^{t_3} d t_2 \int_{t_0}^{t_2} d t_1 e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \rho_{ee}(t_1) \]

\[ + E^2 \int_{t_0}^{t} d t_1 \int_{t_0}^{t} d t_3 \int_{t_0}^{t_3} d t_2 \int_{t_0}^{t_2} d t_1 e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \rho_{ee}(t_1) \]

\[ + E^2 \int_{t_0}^{t} d t_1 \int_{t_0}^{t} d t_3 \int_{t_0}^{t_3} d t_2 \int_{t_0}^{t_2} d t_1 e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \rho_{ee}(t_1) \]

\[ + 2 E^2 \int_{t_0}^{t} d t_4 \cdots \int_{t_0}^{t_2} d t_1 e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \rho_{ee}(t_1) \]

and the second factorial moment to fourth order in the electric field is

\[ \langle n(n-1) \rangle(t,t_0) = 2E^2 \int_{t_0}^{t} \cdots \int_{t_0}^{t_2} e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \tilde{W}_{ge}(t_1) \rho_{ee}(t_1) \rho_{ee}(t_2) dt_1 \cdots dt_4 \]

\[ + 2 E^4 \int_{t_0}^{t} d t_6 \int_{t_0}^{t_2} d t_1 \int_{t_0}^{t_4} d t_3 \int_{t_0}^{t_3} d t_2 \int_{t_0}^{t_2} d t_1 \times e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \tilde{W}_{ge}(t_1) \tilde{W}_{ge}(t_2) \tilde{W}_{ge}(t_3) \tilde{W}_{ge}(t_4) \]

\[ + e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \tilde{W}_{ge}(t_1) \tilde{W}_{ge}(t_2) \tilde{W}_{ge}(t_3) \tilde{W}_{ge}(t_4) \]

\[ + e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \tilde{W}_{ge}(t_1) \tilde{W}_{ge}(t_2) \tilde{W}_{ge}(t_3) \tilde{W}_{ge}(t_4) \]

\[ + e^{-\Gamma(t-t_0)\tilde{W}_{ge}(t_1)} \tilde{W}_{ge}(t_1) \tilde{W}_{ge}(t_2) \tilde{W}_{ge}(t_3) \tilde{W}_{ge}(t_4) \]
Higher-order contributions are calculated in Appendix C.

Some simplification is possible using

$$\text{Tr} \, w_{ge} \rho = (\kappa \Gamma / |\mu|^2) \text{Tr} \, D_{ge}(t) \rho D_{eg}(t)$$

$$= (\kappa \Gamma / |\mu|^2) \text{Tr} \, D_{ge}(t) D_{eg}(t) \rho = \kappa \Gamma. \tag{B11}$$

Below we consider a system which starts in $$t = -\infty$$ in the ground state $$\rho(-\infty) = \rho_{eq}$$. Using Eqs. (23), (25), and (B11) factorial moments Eqs. (B9) and (B10) simplify to

$$\langle n \rangle (t; t_0) = E^2 \int_{t_0}^t dt_1 \int_{-\infty}^{t_1} dt_2 \int_{-\infty}^{t_2} dt_3 e^{-(t-t_3) \Gamma} \text{Tr} B_{cg}(t_2, t_1) \rho_{eq} \tag{B12}$$

and

$$\langle n(n-1) \rangle (t; t_0)$$

$$= 2E^3 \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \int_{-\infty}^{t_2} dt_3 \int_{-\infty}^{t_3} dt_4 \int_{-\infty}^{t_4} dt_5 \int_{-\infty}^{t_5} dt_6 e^{-(t-t_5) \Gamma} \text{Tr} B_{cg}(t_4, t_3) \rho_{eq}.$$ \tag{B13}

By expanding the matrix elements $$c_{eg}$$ and $$w_{ge}$$ in the dipole moments using Eq. (B7) we recast the factorial moments in terms of Liouville-space correlation functions Eq. (36). With this, Eqs. (B12) and (B13) lead to Eqs. (38) and (40). The leading term for the third factorial moment is given in Appendix D.

$$\langle n \rangle (t; t_0) = E^2 \varphi_2 + E^2 \varphi_4 + \cdots,$$ \tag{C1}

is given by five terms, represented by 20 Feynman diagrams,

$$\varphi_4 = \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \int_{t_0}^{t_3} dt_4 \int_{t_0}^{t_4} dt_5 \int_{t_0}^{t_5} dt_6 e^{-(t-t_6) \Gamma} \text{Tr} B_{cg}(t_5, t_4) w_{ge}(t_3) c_{eg}(t_2, t_1) \rho_{eq}.$$ \tag{C2}

The sixth-order contribution to the second factorial moment,

$$\langle n(n-1) \rangle (t; t_0) = E^4 \phi_6 + 2E^6 \phi_6 + \cdots,$$ \tag{C3}

is given by six terms, represented by 48 Feynman diagrams,

$$\phi_6 = \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \int_{t_0}^{t_3} dt_4 \int_{t_0}^{t_4} dt_5 \int_{t_0}^{t_5} dt_6 \times [e^{-\Gamma(t-t_6)} \text{Tr} B_{cg}(t_5, t_4) c_{eg}(t_3, t_2) c_{eg}(t_2, t_1) \rho_{eq}(t_0)$$

$$+ e^{-\Gamma(t-t_5)} \text{Tr} B_{cg}(t_4, t_3) w_{ge}(t_2) c_{eg}(t_1, t_0) c_{eg}(t_2, t_1) \rho_{eq}(t_0)$$

$$+ e^{-\Gamma(t-t_4)} \text{Tr} B_{cg}(t_3, t_2) w_{ge}(t_1) c_{eg}(t_0, t_0) c_{eg}(t_2, t_1) \rho_{eq}(t_0)$$

$$+ e^{-\Gamma(t-t_3)} \text{Tr} B_{cg}(t_2, t_1) w_{ge}(t_0) c_{eg}(t_0, t_0) c_{eg}(t_2, t_1) \rho_{eq}(t_0)$$

$$+ e^{-\Gamma(t-t_2)} \text{Tr} B_{cg}(t_1, t_0) w_{ge}(t_0) c_{eg}(t_0, t_0) c_{eg}(t_2, t_1) \rho_{eq}(t_0)]$$

$$+ 3 \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \int_{t_0}^{t_3} dt_4 \int_{t_0}^{t_4} dt_5 \int_{t_0}^{t_5} dt_6 e^{-(t-t_6) \Gamma} \text{Tr} B_{cg}(t_5, t_4) c_{eg}(t_3, t_2) w_{ge}(t_1) c_{eg}(t_2, t_1) \rho_{eq}(t_0).$$ \tag{C4}
\[ \langle n(n-1)(n-2)\rangle(t; t_0) = \frac{6(\hat{t}_s^1 + 3)}{\mu^2} \int_0^t \int_0^t \int_0^t \int_0^t \int_0^t \int_0^t \int_0^t \int_0^t dt_0 \cdots dt_1 e^{-t(\gamma_{65}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} \times \langle D_{g e}(t_6) D_{g e}(t_7) D_{g e}(t_8) D_{g e}(t_9) D_{g e}(t_10) \rangle_{g} \times \langle D_{g e}(t_6) D_{g e}(t_7) D_{g e}(t_8) D_{g e}(t_9) D_{g e}(t_10) \rangle_{g} + e^{-t(\gamma_{65}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} \times \langle D_{g e}(t_6) D_{g e}(t_7) D_{g e}(t_8) D_{g e}(t_9) D_{g e}(t_10) \rangle_{g} + e^{-t(\gamma_{65}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 + t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} e^{(\Delta - \gamma_{71}t_1 - t_2)} \times \langle D_{g e}(t_6) D_{g e}(t_7) D_{g e}(t_8) D_{g e}(t_9) D_{g e}(t_10) \rangle_{g} \times \langle D_{g e}(t_6) D_{g e}(t_7) D_{g e}(t_8) D_{g e}(t_9) D_{g e}(t_10) \rangle_{g} + \cdots . \] (D1)

APPENDIX E: CORRELATION FUNCTIONS FOR THE BROWNIAN OSCILLATOR MODEL

In this appendix we present the sixth point bath correlation function. The dipole moment operator can be expressed using Eq. (43):

\[ D_{g e}(t) = \mu \exp_{-i} \int_0^t U(t')dt' . \]

We assume that \( \langle \hat{U} \rangle = 0 \), which can always be realized by a shift of \( \varepsilon \) and hold for Eq. (42) for symmetry reasons. Using the cumulant expansion [35] to the second order in \( U \) we get the two point bath correlation function.

\[ J(t_1, t_2) = |\mu|^2 \exp[-g(t_{12})] . \] (E1)

Following Appendix 8A of Ref. [35] we obtain for the six point bath correlation function

\[ F(t_1, t_2, t_3, t_4, t_5, t_6) = |\mu|^6 \exp[-g(t_{12}) + g(t_{13}) + g(t_{14}) + g(t_{15}) - g(t_{16}) - g(t_{23}) + g(t_{24}) + g(t_{25}) - g(t_{26}) + g(t_{34}) + g(t_{35}) + g(t_{36}) - g(t_{45}) + g(t_{46}) - g(t_{56})] . \] (E2)

where \( t_{ij} = t_i - t_j \). For a harmonic bath Eqs. (E1) and (E2) are exact, since higher-order cumulants vanish. For the second factorial moment Eq. (41) we only need correlation function with \( t_1 = t_3 \) and using \( g(0) = 0 \); \( g(t) = g^*(t) \) we get Eq. (45).
(2003).