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Amide I mode vibrational spectra of four ideal secondary structural motiffs of peptides,R helix, 310 helix,
parallelâ sheet, and antiparallelâ sheet, in response to three infrared pulses with wavevectorsk1, k2, andk3

are simulated using a vibrational exciton model. Correlation plots of the signals generated at-k1 + k2 + k3

and+k1 + k2 - k3 show a characteristic peak pattern for each motiff. Resolution is enhanced by applying
specific polarization configurations of the optical fields to oriented peptides.

I. Introduction

A central paradigm in structural biology is that the structure
and function of biomolecules are intimately related.1 Predicting
structures of proteins requires understanding the forces and
mechanisms which cause them to fold from a disordered,
random coiled state into a unique native structure. Exploring
the folding mechanism in detail requires tools which can probe
the structures in real time with adequate temporal and spatial
resolution for the dynamical event of interest. An ideal tool
should also be sensitive to the important forces and environ-
mental perturbations, for example, hydrogen bonding fluctua-
tions during the process.

Techniques such as X-ray crystallography2,3 and nuclear
magnetic resonance (NMR)4-6 provide the most useful atomic
resolution information; however, NMR can only provide direct
real time information on a millisecond time scale;6 nanosecond
processes may be sometimes probed indirectly through the
frequency dependence of relaxation rates.7 Time-resolved X-ray
diffraction is currently carried out with a picosecond resolution.7

Rapid progress in ultrafast X-ray technology could push this to
the attosecond regime.7

Vibrational infrared and Raman spectroscopy is widely used
for probing nuclear motions in proteins.8-11 Vibrational transi-
tions are ideal for distinguishing between various secondary
structural motiffs and inspecting the effects of the changing
environment through hydrogen bonding and dielectric effects.
The 20 cm-1 variation of the 1600-1700 cm-1 amide I
frequency (originating from the stretching motion of the CdO
peptide bond coupled to in-phase NsH bending and CsH
stretching) with secondary structure and conformation is widely
used for studying the structure and dynamics of polypeptide
and protein.12-19 UV resonance Raman20 and vibrational circular
dichroism21,22are complimentary methods for studying the same
amide transitions. The absorption line shapes provide informa-
tion about dynamics.

Over the past decade, ultrafast IR spectroscopy has developed
into a powerful structure and dynamics determination tech-
nique.23-25 The signals displayed as two-dimensional correlation
plots of various time delays contain more detailed and specific
information compared with ordinary one-dimensional spectra:
diagonal peaks in two-dimensional spectra show different
transitions, cross-peaks reveal the couplings among the chro-
mophores, and line shapes reflect the interactions with the

surroundings.16,26-36 Currently available IR pulses can provide
50-fs snapshots of dynamical events. This is adequate for
exploring ultrafast peptide and protein dynamic events such as
energy relaxation and the early stages of protein folding. This
time scale is further accessible to large-scale molecular dynamics
(MD) simulations allowing microscopic modeling of these
signals.37-42

Femtosecond IR pump-probe and dynamic hole burning
experiments were recently used to investigate the vibrational
relaxation and anharmonicity of the amide I vibrations in
N-methylacetamide and three small globular proteins:33 apamin,
scyllatoxin, and bovine pancreatic trypsin inhibitor. It was shown
that the vibrations are anharmonic with 16 cm-1 anharmonicity,
and delocalized exciton states extend over 2 to 3 units (∼0.8
nm). Energy migration among various amide I states is slow
compared with the 1.2-ps vibrational relaxation time scale.
Recent theoretical43 and experimental27 work showed that13C
and18O isotope substitutions at certain positions in polypeptide
chains can isolate new spectral lines clearly distinguishable from
the main exciton group.

In this article, we present a simulation study of the two-
dimensional IR amide I band spectrum and correlate it with
the structure of four ideal peptide secondary motifs:R helix,
310 helix, antiparallelâ sheet (ABS), and parallelâ sheet (PBS)12

(see Figure 1). Characteristic features of each structure are most
clearly seen for periodic infinite systems. Such spectra can be
calculated using band theory ink space, as is commonly done
in molecular crystals. In real peptides, finite segments show
local inhomogeneities and boundary effects which complicate
the spectra by peak shifts, additional lines and line broadenings.
We study large finite systems numerically and discuss boundary
effects.

In section II, we present the modeling protocol for the
structures and the vibrational exciton Hamiltonian.30,44 The
method for calculating the response functions is summarized
in section III. Rotationally averaged orientational factors of the
response functions are given in appendix A. Simulations were
carried out for two techniques:kI ) -k1 + k2 + k3 (photon
echo) where fundamental transitions show as diagonal peaks,
while cross-peaks reveal correlations of fundamental peaks, and
kIII ) +k1 + k2 - k3 which directly probes the two-exciton
manifold. Both isotropic and oriented ensembles of the ideal
structures are studied using various polarization configurations
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of the optical fields. The simulations are presented in section
IV and are discussed in section V.

II. Vibrational Exciton Hamiltonian

The third-order response to resonant IR optical fields was
calculated using the vibrational exciton Hamiltonian:30,45,46

Here,B̂m
† (B̂m) is the creation (annihilation) operator for mode

m with frequencyεm. These operators satisfy the Bose com-
mutation relations [B̂m, B̂n

†] ) δmn. Jmn is the harmonic
intermode coupling, and∆mn is an anharmonicity. Diagonal
anharmonicities∆mm represent the shift of the overtone energy
from 2εm for each vibrational mode. Off-diagonal intermode
anharmonicities,∆mn, with m * n lead to shifts of the
combination band (B̂m

† B̂n
†|0〉) energies fromεm + εn.

Hamiltonian for Helices. The ideal helical structure of a 22-
residue strand ACE-(ALA)20-NME was constructed using the
graphic user interface Maestro in the Macromodel package.47

The Ramanchandran angles taken from ref 12 are listed in Table
1. Geometry optimization was then performed using the PRCG48

algorithm where the Ramanchandran angles were constrained
at their ideal values. The Amber* force field47 was used, and
the convergence threshold was set to be 0.001 kJ/mol. Atomic
coordinates of ideal structures used to construct the Hamiltonian
were extracted from the central 18-residue part.

We assume the fundamental amide I frequency without H
bonding to be 1710 cm-1. To describe the H bonding effects
on the amide I mode we distinguish between “direct” and
“indirect” H bonds. The amide I transition is primarily CdO
stretch, thus, a hydrogen bond involving the carbonyl O atom
is defined as a “direct” H bond:CdO‚‚‚HsN. This bond
is expected to have a larger effect on the amide I frequency
than a hydrogen bond connected to the NsH group in the
same peptide unit, which will be denoted “indirect”:
O‚‚‚HsNsCdO. Hydrogen bond was assumed to exist when
the distance between oxygen and nitrogen is smaller than 2.6
Å and the OsNsH angle is smaller than 30°.49 We assume
that the direct and indirect hydrogen bonds induce a 20 and 15
cm-1 red shift of the mode frequency, respectively, and that
the two shifts are additive.13 Three (two) residues at each end
of theR (310) helix have only one H bond to the other residues,
while inner residues have two hydrogen bonds. Direct and
indirect hydrogen bonding exist on different ends of both helices.

The couplingsJmn between peptide residues are determined
by the transition charge densities (i.e., the derivatives of the
charge density distribution with respect to various localized
vibrations).50 Amide I charge densities of distant residues do
not overlap and the IR coupling is electrostatic.51-53 Electron
exchange cannot be ruled out for nearest neighbor (n-n) residues;
Jmn must then be calculated at the ab initio level. We used
Tasumi’s ab initio map54 for the couplings of nearest covalently
bound modes. All other couplings were calculated using the
electrostatic transition dipole coupling (TDC) model:54

whereµm is the transition dipole in (D Å-1 u-1/2) units, rmn is
the distance between dipoles in Å,emn is the unit vector
connectingm andn, andε ) 1 is the dielectric constant. The
angle between the transition dipole and the CdO bond is 10°.54

The R helix repeat unit contains 18 residues (5 loops with
3.6 residues in each loop) and 3 residues for the 310 helix (1
loop with 3 residues). However, in an ideal system each residue
has identical couplings to its neighbors (except for the edge
groups) because the coupling strength only depends on the
relative orientations of the two dipoles. Small fluctuations of
dihedral angles in the constructed helices induce variations in
the calculated couplings. We, therefore, used the couplings of
the 10th mode (at the center of the strand) with the other modes
to represent couplings of all modes.

â Sheet Hamiltonian. For each of the twoâ sheets, a 12-
residue strand ACE-(ALA)10-NME was first constructed and
replicated 10 times to obtain 12× 10 ABS and PBS. The unit
cell of ABS contains four residues (a, b, c, andd in Figure 2).
The central 8× 8 residues of the structures were used to extract
atomic coordinates of the ideal systems which were then used
to compute the Hamiltonian.

Figure 1. Top: The four structural motiffs of peptides used in this
study. R and 310 helices are one-dimensional structures, while ABS
and PBS are two-dimensional. Green, C atoms; red, O atoms; blue, N
atoms; and grey, H atoms. Bottom: polarization directions for oriented
samples. Helices: longitudinal (l) along the axis and transverse (t).
Sheets: horizontal (h, in plane) and vertical (v, normal).

ĤS ) ∑
m

εmB̂m
† B̂m + ∑

mn

m*n

JmnB̂m
† B̂n - ∑

mn

∆mn

2
B̂m

† B̂n
†B̂mB̂n (1)

TABLE 1: Ramanchandran Angles of the Ideal Structures
of Four Motiffs

R helix 310 helix PBS ABS

φ -57.0 -49.0 -119.0 -139.0
ψ -47.0 -26.0 113 135

Jmn ) 0.1
ε

(µm‚µn) - 3[µm‚emn][µn‚emn]

rmn
3

(2)
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The residues of the two outermost strands of the sheet have
only one hydrogen bond with other strands. Inner residues have
two H bonds in the sheets. ABS and PBS have alternating direct
and indirect hydrogen bonding structure in outermost strands.
H-bond shifts and the fundamental frequencies were assigned
in the same way as for the helix. We included the n-n and next
n-n couplings in the square lattice as shown in Figure 2.Jmn

were calculated using the same procedure as for the helices.
The same procedure was repeated for PBS, which has two
residues per unit cell (Figure 2).

The coupling constants obtained from TDC and ab initio
calculation for n-n sites are given in Tables 2-4. The structures
created by geometry optimization have small fluctuations of the
dihedral angles. Therefore, identical couplings (such as c3 and
d8 for ABS in Figure 2) were averaged before the Hamiltonian
was created.

Interaction with the Optical Field. The dipole coupling with
the optical field E(t) is ĤSF ) -E(t)‚P̂, where P̂ is the
polarization operator:

andµm are the transition dipole moments. A fixed rotation of
transition dipoles around the helical axis by 100° for R helix
and 120° for 310 helix for each residue were assumed. The angle
between helical symmetry axis and the transition dipole is 24.24°
for R helix and 33.93° for 310 helix. Averaged directions of
transition dipole vectors were assigned to all identical residues

in both sheets. All transition dipoles were assumed to have the
same magnitudeµ0 ) 1. Diagonal anharmonicity was assumed
to be identical for all residues∆mm ) ∆ ) 16 cm-1, and off-
diagonal anharmonicities∆mn were neglected.

Because∆, Jm,n , εm, the eigenstates of this Hamiltonian
form two manifolds: a one-exciton manifold where one residue
is excited to the first excited state and a two-exciton manifold
where either two residues are excited to the lowest excited state
(combination state) or when one residue is doubly excited
(overtone). The Hamiltonian matrix was created in the basis
set which includes the ground state|0〉, one-exciton excited states
B̂m

† |0〉, and two-exciton excited statesB̂m
† B̂n

†|0〉. Calculations
were carried out for infinite systems and for large finite
segments. For infinite systems, we created a one-exciton
Hamiltonian of 18 residue helices and 4× 4 residue sheets.
Translational invariance was then introduced by using cyclic
boundary conditions for the couplings and identical diagonal
energies (1675 cm-1) for all residues. Large segments were
simulated by computing the eigenstates for helices with 90
residues (5 unit cells ofR helix and 30 unit cells of 310 helix)
and for sheets containing 10× 10 residues (25 unit cells of
ABS and 50 unit cells of PBS). This results in 4186 states for
the helices and 5151 states for the sheets (one-exciton, two-
exciton excited states+ ground). The Hamiltonian matrix was
diagonalized numerically yielding one-exciton eigenstates,
denotedi, j with frequenciesΩi, Ωj and two-exciton eigenstates
ıj, jj with frequenciesΩıj and Ωjj. The transition dipole matrix
was also created in the same basis and then transformed to the
exciton basis using eigenvectors of the Hamiltonian matrix
leading to new transition dipole vectors between the ground
state and the one-exciton manifolddi and between the one-
exciton and the two-exciton manifolddi,jj.

III. Third-Order Infrared Response

We shall briefly summarize the sum over states expressions
used for calculating the coherent response.55,56 The linear
polarization induced by an optical electric fieldER(t) is given
by the linear response functionSν,R

(1) (t1):

where Greek indices indicate Cartesian components,R,ν ) {x,
y, z} with unit vectorseν. The response function is given by a
sum over optical transitions from the ground state:

whereθ(t1) ) 0 whent1 < 0 andθ(t1) ) 1 whent1 > 0, c.c.
denotes a complex conjugate, andΓ is a dephasing rate. The

Figure 2. Left: unit cell for ABS with four residues. Middle: two
unit cells for PBS (two residues per cell). The four sites denoted bya,
b, c, andd are used to represent different residues in our simulations.
Right: coupling scheme for sitea of the ABS. The same coupling
scheme is used for all sites in the unit cell and for the PBS.

TABLE 2: Coupling Strengths in cm-1 of Residuen with
the Others in Two Helicesa

R helix 310 helix R helix 310 helix

Jn,(n+1) 8.167 2.046 Jn,(n+5) -1.666 -1.210
Jn,(n+2) -3.155 -9.651 Jn,(n+6) -1.642
Jn,(n+3) -12.657 -4.089 Jn,(n+7) -1.140
Jn,(n+4) -4.139 -1.541

a The couplings with an absolute value smaller than 1 cm-1 were
neglected.

TABLE 3: Coupling Strengths Jmn in cm-1 of Residuesa-d
with the Neighbors Defined in Figure 2 for ABS

a b c d

1 -3.189 2.911 8.091 1.758
2 -14.049 -14.062 -14.063 -14.044
3 8.075 1.760 -3.187 2.911
4 2.672 2.672 2.672 2.672
5 2.672 2.672 2.672 2.672
6 2.910 -3.187 1.760 8.074
7 -14.063 -14.044 -14.070 -14.059
8 1.758 8.090 2.913 -3.195

TABLE 4: Coupling Strengths Jmn in cm-1 of Residuesa-d
with the Neighbors Shown in Figure 2 for PBS

a b c d

1 2.545 2.238 2.543 2.256
2 -14.068 -14.021 -14.072 -14.038
3 2.541 2.229 2.539 2.194
4 1.800 1.800 1.800 1.800
5 1.800 1.800 1.800 1.800
6 2.202 2.539 2.233 2.534
7 -14.072 -14.038 -14.048 -14.025
8 2.256 2.544 2.270 2.550

P̂ ) ∑
m

µm(B̂m
† + B̂m) (3)

Pν
(1)(t) ) ∑

R
∫0

∞
dt1 Sν,R

(1) (t1) ER(t - t1) (4)

Sν,R
(1) (t1) )

iθ(t1)[∑
j

(eν‚dj)(eR‚dj) exp(-iΩjt1 - Γt1) - c.c.] (5)
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linear susceptibility is given by the Fourier transform of the
response function:

The linear absorption spectrum of an isotropic system is obtained
by averaging the susceptibility over different rotations of the
system (S) and over different polarizations of the signal:

whereRS{...} denotes the averaging procedure (see appendix
A), c is the speed of light, andnj is the refraction index. The
broadening parameter,Γ, was set to 1 cm-1 in all calculations.

The third-order polarization is given by

The response functionSν,γâR
(3) (t3, t2, t1) is a fourth rank tensor

andtj are the intervals between successive interaction times with
the various fields (see Figure 3). The response function is
obtained by multiple summations over the eigenstates [eqs
(5.19), (5.20), and (5.26) in ref 56].

There are four possible third-order signals, generated in the
directions: kI ) -k1 + k2 + k3, kII ) k1 - k2 + k3, kIII ) k1

+ k2 - k3, and kIV ) k1 + k2 + k3. The rotating wave
approximation may be used to select the dominant resonant
terms for each technique.55 kI, kII , andkIII involve one-exciton
and two-exciton states, whilekIV also depends on three-exciton
states.kII carries information similar to that ofkI for our model,
and thekIV signal is typically weaker than the others because
it requires higher anharmonicities. We, therefore, only simulated
the resonant one-color signalskI andkIII .

Feynman diagrams depict the resonant terms for the density
matrix (Figure 3) contributing to the response function. The two
vertical lines in the diagram represent the evolution of the
density matrix (time goes from the bottom to the top), while
arrows represent interactions with the optical field. For detailed
rules, see ref 55. Three diagrams contribute tokI. Two (a and
b) involve only one-exciton transitions. The first diagram in
Figure 3a shows absorption of the photon on thebra (negative
wave vector,-k1, points to the left, while positive,+k2, points
to the right) during the first interaction which puts the system
into |0〉〈j| coherence. The second interaction (on theket)
represents the absorption of the second photon. It puts the system
either in |j′〉〈j| coherence or into|j〉〈j| population. The third
interaction shows photon emission on thebra. After this
interaction, the system is in the coherence|j′〉〈0|. The measure-
ment is represented by the last interaction, which leaves the
system in a population. The contribution of the diagram to the
optical response function is (-1)pê̂(j′0, j0, 0j′, 0j) exp[-i(ω0,jt1
+ ωj′,jt2 + ωj′,0t3) - Γ(t1 + t2 + t3)] if j′ * j and (-1)pê̂(j′0, j0,
0j′, 0j) exp[-i(ω0,jt1 + ωj,0t3) - Γ(t1 + t3)] if j′ ) j, whereωj′,j
) Ωj′ - Ωj, Γ is the line width parameter for the transition,
and ê̂(i, j, k, l) ) (dl‚eν)(dk‚eγ)(dj‚eâ)(di‚eR) is the orientation
factor.p is the number of interactions on the right side of the
density matrix. Other diagrams can be interpreted in a similar

way. The third diagram (c) also includes two-exciton states.
Diagrams d and e contribute tokIII . Both involve the two exciton
states, and duringt2 the system is in the coherence|jj〉〈0|. This
technique is, therefore, an excellent direct probe for two-exciton
states.

We shall display thekI signal by transforming the response
function Sν,γâR(t3, t2, t1) to the frequency domain with respect
to t1 and t3:

Similarly, the kIII signal will be displayed by performing a
Fourier transform with respect tot2 and t3:

For oriented ensembles, aZ axis was defined for each system
(Figure 1). TheZ axis of the helices is longitudinal (L) along
the helix axes, while for the sheet it is normal (vertical, V) to
the plane of the sheet. The response tensors were rotationally
averaged with respect to the optical field (see appendix A). To

øν,R
(1) (ω) )

∫0

∞
dt1 Sν,R

(1) (t1) exp(iωt1) ) ∑
j

2Ωj(eν‚dj)(eR‚dj)

Ωj
2 - (ω + iΓ)2

(6)

σa(ω) )
4πω

cnj
RS{Im øν,R

(1) (ω)} ∝ ∑
j

ω|dj|2

(ω - Ωj)
2 + Γ2

(7)

Pν
(3)(t) ) ∑

γâR
∫0

∞
dt3 ∫0

∞
dt2 ∫0

∞
dt1 Sν,γâR

(3) (t3, t2, t1)

Eγ(t - t3) Eâ(t - t3 - t2) ER(t - t3 - t2 - t1) (8)

Figure 3. Pulse sequence in a third-order experiment. Three pulses
with wavevectorsk1, k2, andk3 (in chronological order) interact with
the sample to create a coherent optical signal with wavevectorks )
(k1 ( k2 ( k3. By varying the time delays, each technique can
selectively probe various coherences in the system. (a-c) Feynman
diagrams fork I, (d, e) Feynman diagrams fork III . (f) The energy level
scheme.

WI,ν,γâR
(3) (ω1, t2,ω3) )

|∫0

∞∫0

∞
dt1 dt3 SI,ν,γâR

(3) (t3, t2, t1) exp(iω1t1 + iω3t3)| (9)

WIII, ν,γâR
(3) (t1, ω2, ω3) )

|∫0

∞∫0

∞
dt2 dt3 SIII, ν,γâR

(3) (t3, t2, t1) exp(iω2t2 + iω3t3)| (10)
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simulate isotropic samples, we performed full rotational averag-
ing, while for oriented samples we carried out partial rotational
averaging around theZ axis.

IV. Simulation Results

A. r and 310 Helices.Infinite system simulations presented
in Table 5 show three optically allowed transitions between the
ground and one-exciton manifold: one longitudinal and two
degenerate (transverse). Each helix has two peaks in the linear
absorption spectrum shown in the first two rows of Figure 4a.

All other simulations were carried out for large finite
segments. Scatter plots of the distribution of one-exciton
eigenstates shown in the first two rows of Figure 5 present the
possible transitions from ground to one-exciton manifold. Two
groups of states can be reached by either longitudinal L or
transverse T. The former have stronger transition dipoles and
lower frequencies. Thus, the distribution of states in Figure 5
results from boundary effects, while the L and T groups
correspond to the longitudinal and transverse transitions of the
infinite system (see Table 5 and Figure 4a).

The two-exciton states can also be sorted out according to
their transition dipoles to the various groups of one-exciton
states. To that end we define the quantity

which shows the relative strength of the total transition to the
two-exciton stateıj from each group,g ) L, T, of one-exciton
states with polarizationκ: for longitudinal L we use (di,ıj)L )
(di,ıj)z and for transverse (di,ıj)T ≡ (di,ıj)xy ) [(di,ıj)x

2 + (di,ıj)y
2]1/2.

Scatter plots of the distribution of two-exciton states sorted by
their energy andµj(1,2) are shown in Figure 6. Lf L denotes
the transitions between the one-exciton states within group L
and two-exciton states with L polarization.R and 310 helices
show similar distributions with three main groups in the two-
exciton manifold selected by different polarizations: lowest
energy group Lf L, highest energy group Tf T, and
intermediate energy group Lf T or T f L.

The calculated isotropic linear absorption [σa(ω)] depicted
in Figure 4b shows two peaks for theR helix. The stronger
(1642.9 cm-1) peak corresponds to the longitudinal transitions,
and the higher energy peak at 1662 cm-1 contains few transverse
transitions. The 310 helix spectrum is similar but with a larger
splitting: 1646 cm-1 (longitudinal) and 1677 cm-1 (transverse).

The sum over states expressions for the third-order signal
were truncated: if the absolute values of all transition dipoles
connecting a statei with all the other statesj * i obeys the
relation log(|dij|/µ0) < 0, the state was not included (µ0 is the
transition dipole of the isolated mode). This cutoff is shown by
solid red lines in Figure 5.

We first consider thekI signalWI
(3)(ω1, t2 ) 0, ω3) for two

polarization configurations: zzzz and zzxx. The zzzz spectrum
of an isotropic system ofR helices (Figure 7) shows two
diagonal one-exciton peaks. The cross-peaks which indicate
correlations between these states are not well resolved because
of overlap with the much stronger diagonal peaks. The cross-
peaks are better resolved in the zzxx configuration (second
column). The diagonal peak splitting is larger, and the cross-
peaks are well resolved for 310 helices. Similar to those of the
R helix, the cross-peaks are better resolved for zzxx indicating
that the relevant transitions are not parallel (perpendicular
transition dipoles give largest sensitivity to polarizations). If
all transitions were parallel, the largest amplitude would be
obtained with the zzzz configuration.

ThekIII signalWIII
(3)(t1 ) 0, ω2, ω3) which shows two-exciton

states during the coherence timet2 is depicted in Figure 8 for
zzzz and zzxx. Duringt3 the density matrix may have coherences
either between the ground and the one-exciton states or between
the one-exciton state and the two-exciton state. The peaks for
the R helix are very close and overlap. Additional peaks are
resolved for zzxx (highlighted by the circle). The 310 helix
spectra show many well-resolved peaks. Three dominant two-

Figure 4. Simulated linear absorption spectra of the four ideal infinite (a) and large finite (b) motiffs. The frequency origin is 1675 cm-1 (∆ω )
ω - 1675 cm-1). L and T mark longitudinal and transverse transitions for the helices, while H and V mark horizontal and vertical transitions of
the sheets.

TABLE 5: Transitions between the Ground and
One-Exciton States in the Translationary Invariant Systems
with Cyclic Boundary Conditionsa

Ω, cm-1 µx/µ0 µy/µ0 µz/µ0

18 residueR 1642 0 0 3.9
1661 1.22 -0.18 0
1661 0.18 1.22 0

18 residue 310 1646 0 0 3.5
1677 -1.41 0.89 0
1677 -0.89 -1.41 0

4 × 4 residue aâ 1662 3× 10-4 3 × 10-4 -0.04
1699 0.73 0.05 -8 × 10-3

1707 -8 × 10-5 -5 × 10-3 0.38
1632 0.23 -3.9 -0.05

4 × 4 residue pâ 1660 -0.04 -0.03 -0.06
1634 2.5 -3 0.14

a “R” stands forR helix, “310” for 310 helix, “aâ” for ABS, and “pâ”
for PBS. TheZ direction was defined in Figure 1, whileX andY are
arbitrary because we perform rotational averaging over these coordinates
when calculating the optical response.

(µj ıj
(1,2))κ ) x∑

i∈g

|(di,ıj)κ|2 (11)
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exciton states can be identified; two are better resolved in the
zzxx spectrum (highlighted by circles).

The resolution of thekI spectra is improved considerably for
oriented samples (Figure 9). The longitudinal (transverse) peaks
are selected by applying LLLL (TTTT) polarizations. Different
cross-peaks (above or below the diagonal) are selected by using
cross polarizations (LLTT or TTLL). These cross-peaks origi-
nate from the Feynman diagrams where the system is back in
the ground state during the second intervalt2. The first two
interactions create and annihilate the coherence of either
longitudinal (LL polarization) or transverse (TT polarization)
transitions. The latter two interactions have perpendicular
polarization and create different coherences. Thus, only the
cross-peaks in the spectrum are allowed provided the longitu-

dinal and transverse transitions are perpendicular and have
different transition energies. The diagonal peaks vanish in this
case.

Polarization-sensitive simulations ofkIII in oriented samples
show a distinct peak pattern (Figure 10) with two dominant
groups of two-exciton states. The signals of the two helices are
similar, but the peak splitting is larger for the 310 helix.

B. ABS and PBS.The same simulation protocol was repeated
for the sheets. Horizontal and vertical transitions were defined
in Figure 1. The allowed transitions of infinite ABS and PBS
are given in Table 5. In general, the number of transitions in
ideal infinite aggregates is equal to the number of sites per unit
cell (Davydov’s components) which is 4 in the case of ABS.
However, three transition dipoles (two horizontal at 1699 and

Figure 5. Statistical distribution of one-exciton transitions for the four structures: “R”, R helix; “310”, 310 helix; “aâ”, ABS; and “pâ”, PBS. The
vertical axis of each point represents the energy of a one-exciton state, and the horizontal axis shows the transition dipole connecting it with the
ground state. The first column shows the total dipole amplitude, while the second and third columns representz andxy components. Solid red lines
represent the transition cutoff used for the selection of the states. Dotted red lines represent additional cutoffs used to select vertical transitions in
the â sheets (see text). The results for 90 residue helical aggregates and 10× 10 residue sheets are marked “Large”. The results for smaller
structures (18 residues for both helices and 16 residues for both sheets) are given on the right-most column, “Small”, illustrating boundary effects
for the total dipole.
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1632 cm-1 and one vertical at 1707 cm-1) are much stronger
compared to the fourth at 1662 cm-1 as shown in Table 5. The
PBS has two sites per unit cell and two possible transitions. As
shown in Table 5 only one transition which is neither horizontal
nor vertical is dominant (the angle of that transition dipole with
the XY plane is 2°, however, the other transition has almost
three times smaller vertical component), and, therefore, PBS
can be considered as having only one excited state in the one-
exciton manifold. The resulting linear absorption spectrum (third
and fourth columns of Figure 4a) contains one strong transition
for both sheets. Higher energy transitions can be observed for
ABS.

The following simulations were carried out for finite large
sheets. Similar to the finite helices, exciton states can be grouped
for the large finite sheets. The ABS shows a strong horizontal
transition in the scatter plots of the distribution of one-exciton
eigenstates depicted in the third row of Figure 5 [for horizontal

transition amplitude, we use (d)H ≡ (d)xy ) x(d)x
2+(d)y

2 and
for vertical (d)V ) (d)z]. On the basis of the results for infinite
systems, three groups of states can be defined for ABS: two
horizontal (H1 and H2) and one vertical (V) as shown in Figure
5. PBS (fourth row in Figure 5) does not show different groups
of states with different polarizations. The same states have high

Figure 6. Statistical distribution of two-exciton transitions sorted by their origin from different groups of one-exciton states. Each point represents
the energy of a one-exciton state (vertical axis) and the total transition strength from the group of one-exciton states (eq 11) on the horizontal axes.
Blue/red color in the distribution represents low/high density of points when they are overlapping. Each row corresponds to different large structures
indicated as in Figure 5. Different columns represents different polarization configurations and different one-exciton groups as explained in the
main text.
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transition dipoles in H and V polarizations. We define only one
group H which has a strong horizontal amplitude. The strongest
strictly vertical transition circled in Figure 5 is very weak.

The two-exciton state distribution of ABS shown in the third
row in Figure 6 is more complex compared to the helices.
Different groups of two-exciton states can be clearly identified
and selected by different polarizations: especially H1 f H and
V f V are well separated. Similar to the one-exciton manifold,
the two-exciton distribution of PBS does not show selectivity
to different polarizations.

The absorption spectrum of an isotropic ABS (Figure 4b)
has one major peak at 1634 cm-1. The overall distribution of
peaks is broader than that of helices. The weaker vertical peak
is around 1707 cm-1. The spectrum of an isotropic ensemble
of PBS shows a well-resolved H1 transition at 1636 cm-1 and
no vertical transition.

An additional cutoff was used to show the vertical transitions
in the third-order simulations. The state is included provided
log(|(dij)z|/µ0) > c even if log(|dij|/µ0) < 0. The cutoffsc )

-2 for ABS andc ) -2.5 for PBS shown by the dotted red
lines in Figure 5 were selected to best display the major
transitions for different polarizations.

The peak pattern ofWI,z,zzz
(3) (ω1, t2 ) 0, ω3) of both sheets

(Figure 7) is similar but very different from that of the helices.
The major diagonal peaks correspond to horizontal transitions
which are almost at the same frequency for both sheets. The
rich cross-peak pattern in the ABS contains also transitions to
the vertical states. Similar results are for PBS. The zzxx
polarization configuration does not improve the resolution
because horizontal transitions are much stronger than vertical
ones.

The WIII,z,zzz
(3) (t1 ) 0, ω2, ω3) spectrum for the sheets (Figure

8) contains many one-exciton peaks. Two groups of peaks can
be identified: (i) those originating from the major horizontal
one-exciton transition and distributed at constantω3. These
peaks reflect transitions between two-exciton state and the
horizontal one-exciton state during the second interaction
represented by the Feynman diagram in Figure 3d. (ii) The
second group also originates from the same horizontal one-

Figure 7. kI signalWI,ν,γâR
(3) (ω1, t2 ) 0, ω3) (eq 9) of isotropic samples

of the four structural motiffs for parallel (zzzz) and cross (zzxx)
polarization configurations. Structures are labeled as in Figure 5. The
frequency origin is 1675 cm-1 (∆ω1 ) -ω1 - 1675 cm-1, ∆ω3 ) ω3

- 1675 cm-1).

Figure 8. Same as Figure 7 but for thek III signalWIII, ν,γâR
(3) (t1 ) 0, ω2,

ω3) (eq 10). The frequency origin is 2× 1675 cm-1 for ω2 and 1675
cm-1 for ω3 (∆ω2 ) ω2 - 2 × 1675 cm-1, ∆ω3 ) ω3 - 1675 cm-1).
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exciton transition and is distributed along the diagonal. These
peaks reflect coherences between two-exciton states and the
horizontal one-exciton state during the third time interval
represented by diagram e in Figure 3. There are no qualitative
differences between the PBS and the ABS.

Signals for oriented sheets are displayed in Figures 9 and
10. ABS clearly show well-resolved horizontal and vertical
transitions and the corresponding cross-peaks using VVVV,
VVHH, and HHVV optical polarizations inWI

(3) andWIII
(3). The

peak pattern is now different compared to the PBS where the
polarizations do not make much difference. However, additional
vertical peaks appear in the VVVV configuration with corre-
sponding cross-peaks in HHVV and VVHH (circled in Figure
9) for the PBS. The HHHH configuration shows a pattern very
similar to the isotropic system for both sheets. The ABS shows
strong peaks related to vertical/horizontal transitions inWIII

(3).
One two-exciton state dominates the VVVV process, and the
other two-exciton state is involved in the HHHH process. The
HHVV and VVHH spectra demonstrate that two groups of two-
exciton states are primarily involved in the response. PBS show
poor sensitivity to different polarizations, however, one ad-
ditional, while poorly resolved, peak appears in VVVV.

V. Discussion

We have calculated the nonlinear response of four ideal
secondary structures of polypeptides. A different peak pattern
is revealed in correlation plots of the signals which can be used
for structure determination. The systems have a characteristic
anisotropy which could be used to extract specific features in
polarization-sensitive experiments. Different secondary struc-
tures show distinct correlation plots of nonlinear spectroscopic
techniques. The linear absorption shows transitions from the
ground to the one-exciton manifold. These spectra do not contain
many details. Easily distinguishable transitions in the simulations
may be difficult to resolve experimentally because of larger
broadening.

Two-dimensional correlation plots reveal many more details.
Diagonal peaks provide information about the transitions
between the ground states and the one-exciton manifold.
Information about couplings is contained in the cross-peaks,
which show correlations between different peaks. Cross-peaks
in helices indicate very strong correlations between longitudinal
and transverse transitions, while for the ABS they show
correlations between horizontal and vertical peaks. The other
weaker cross-peaks in the sheets correspond to the boundary.

Figure 9. kI signals. Same as Figure 7 but for oriented samples.
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The resolution is considerably improved for oriented en-
sembles where different cross-peaks may be selected by
controlling the polarizations. High resolution is achieved by
turning off diagonal peaks in orientedR and 310 helices.
Diagonal peaks require polarizations where all four interactions
with the same transition dipole have a finite scalar producte‚d,
wheree is the polarization vector of the optical field andd is
the transition dipole vector. This condition is not satisfied for
cross-polarized spectra in oriented helices. This configuration
is, however, favorable for cross-peaks between longitudinal and
transverse transitions. This argument also applies to ABS where
the transition dipoles of eigenstates create a distinct peak pattern
because the vertical peak is well separated from the horizontal.
PBS do not show these signatures. The reason is that the
transition dipoles between the ground and one-exciton manifold
in the PBS are neither horizontal nor vertical and, thus, the
response function is not as sensitive to H or V polarizations as
for another structures.

Additional high-resolution information is obtained from the
kIII technique where the coherence between the two-exciton state
and the ground state is generated during the second time interval
t2 and the two-exciton spectrum is observed alongω2. While

there are hundreds of two-exciton states, only a small fraction
show up in the simulations.

One possible application of two-dimensional IR is for probing
the structure of oriented samples of amyloid fibrils. These are
ill characterized filamentous structures formed by a variety of
peptides and proteins with widely distributed lengths and amino
acid sequences.57-61 Interest in the molecular structure of
amyloid fibrils stems from their role in Alzheimer’s disease and
from the observation that this is a stable state of a very large
class of polypeptides.59-61 Real proteins which differ by the
distribution of side groups and hydrogen bonding patterns are
not expected to have the ideal structures simulated here.
Fluctuation of the environment also creates energy and coupling
shifts. Moreover, real structures often have short segments with
turns while long-range fluctuations (for instance: bent helix or
curled strands) are also found. We shall discuss these points
below.

Our simulated peak positions correlate well with experiment.
The average position of amide I peaks ofR helix is 1647 cm-1.20

Our calculated longitudinal peak ofR helix is very close to the
experimental value. The transverse transitions have a lower
amplitude and should cause a broader high frequency shoulder

Figure 10. kIII signals. Same as Figure 8 but for oriented samples.
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for the amide I line if line broadening was included. ABS and
PBS have a broad range of amide I frequencies in different
proteins ranging from 1620 to 1640 cm-1.20,62-65 Our simula-
tions are in that range. The broad distribution of frequencies
may come from dielectric interactions of the mode with other
parts of the system (peptide side groups, solvation effect). Recent
two-dimensional IR spectroscopy predicts different types of peak
patterns for theR helix and â sheet:66 a “Z”-shaped pattern
whose magnitude increases with the content of ABS fragments
was observed. Empirical results obtained by the comparison of
different proteins only give a qualitative description of different
protein structures,66 and the origin of different features for
different structures remains an open issue. On the basis of our
simulations, we believe that the “Z” shape is a result of line
broadening showing different types of correlations between
fluctuations of different amide transitions. Microscopic simula-
tion of line broadening is one of our future goals. Weak
frequency fluctuations may be responsible for the reduction of
the exciton delocalization length which is important in one-
dimensional systems.67 However, the fine structure of the exciton
states may not be resolved when the line width is larger than
state spacing within the exciton bands. In this case the signal is
no longer dependent on the size. As the size of the system is
increased the eigenstate spacings become smaller while the line
width remains essentially invariant.

Finite size effects are expected for small peptides. In general
for one-dimensional helices we can assumeM residues at the
edge independent of the sizeN. The number of “interior”
residues isN - M. For two-dimensional structures there are
2NM residues at two edges (the other two edges do have a
complete hydrogen bonding structure in theâ sheets), whereas
the total number of residues isN × N. For two-exciton states,
the largest contribution comes from combinations, which scales
less favorably: the number of “interior” combinations not
involving edge groups is (N - M)(N - M - 1)/2 in one
dimension, while it is (N2 - 2NM)(N2 - 2NM - 1)/2 in two
dimensions. The crossing point when the number of interior
residues is equal to the number of boundary residues with respect
to one-exciton and two-exciton states indicates the size when
edge effects may be neglected. For helices we haveM ) 6 (two
or three residues at the end with different transition energies
and the interaction range is also 3). Edge effects are then
negligible for N . 42. For â sheetsM ) 2 (one strand of
residues at the two edges with different transition energies and
the interaction range is also 1). Then edge effects are negligible
for N . 8. In Figure 5 (right column) we show the distribution
of energy and transition dipoles to the ground state for one-
exciton states in smaller systems: 18 residues for both helices
and 4× 4 residues for both sheets. The pattern is not as ordered
as for the larger systems. Longitudinal transitions for the helices
and horizontal transitions for the sheets may be identified, but
other transition dipoles have no well-defined polarization even
for helices.

In our simulations of helices with 90 residues, edge effects
are negligible. For theâ sheets, however, finite size effects are
very strong and many weak peaks in the spectra are related to
residues at the edges. Generally these can be determined in
polarization-sensitive measurements because we expect that the
peaks which come from inhomogeneities will not have well-
defined polarization direction in oriented samples, while “in-
terior” peaks have well-defined symmetry: L/T, H/V. The 10
× 10 sheets contain many cross-peaks which are present in all
plots with different polarization configurations.

A more elaborate simulation protocol will be necessary to
accurately model the spectrum of realistic globular proteins: the
frequencies and couplings have to be assigned on the basis of
the electrostatic field experienced by the chromophores; polariz-
able force fields can be used to assign partial charges to various
parts of the peptide so that the optical response can be
reproduced more accurately. Hydrogen bonding effects on the
amide fundamental frequency need to be considered explicitly.
A realistic line width can be calculated from MD simulations.
These studies are in our future plans.
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Appendix A: Rotational Averaging of Tensor
Components

To simulate experiments in solution, rotational averaging of
the orientational factors in the response functions must be
performed. A complete three-dimensional rotational averaging
of the linear response function results in averaging a quantity
〈(a‚r)(b‚r)〉 where vectorsa andb are electric field unit vectors
in the lab frame andr is a transition dipole unit vector in the
molecular frame. Orientational averaging over different rotations
of the system leads to〈(a‚r)(b‚r)〉 ) a‚b. Averaging over
different polarizations of the signal (a) results in a constant
factor, and the averaged linear absorption is polarization
independent.

The third-order response function polarization dependent
factor is〈(a‚r)(b‚â)(c‚γ)(d‚η)〉 (here vectorsa, b, c, andd are
electric field unit vectors in the lab frame andr, â, γ, andη
are transition dipole unit vectors in the molecular frame). For
complete three-dimensional averaging over different system
rotations we use the expressions given in ref 68. To simulate
oriented systems along theZ axis of the lab frame, we performed
partial rotational averaging of the system around theZ axis.
We set theZ axis of the molecular frame to be identical with
theZ axis of the lab frame. Then the partial rotational averaging
over (x, y) rotation leads to

where

and

〈(a‚r)(b‚â)(c‚γ)(d‚η)〉 ) 2azbzczdzRzâzγzηz +

∑
ijpq)x,y

(azbzcpdqRzâzγiηj + azbpczdqRzâiγzηj +

azbpcqdzRzâiγjηz + apbzczdqRiâzγzηj + apbzcqdzRiâzγjηz +
apbqczdzRiâjγzηz)〈ip, jq〉xy +

∑
pqrsijkl)x,y

apbqcrdsRiâjγkηl〈ip, jq, kr, ls〉xy (A1)

〈ip, jq〉xy ) δkrδls + δklδrs - δksδrl (A2)

〈ip, jq, kr, ls〉xy ) (3/4){δipδjqδkrδls + úipújqúkrúls ×
(δijδklújk + δikδjlúij + δilδjkúij - δijδjkúkl - δijδjlúkl -

δikδklúij - δjkδklúij + δijδjkδkl)} + (1/4){δipδjqδklδrsúkr +
δipδkrδjlδqsújq + δipδlsδkjδrqúkr + δkrδjqδilδpsúip +
δlsδjqδkiδrpúkr + δkrδlsδijδpqúip - δipδjqδksδlrúkl -
δipδkrδjsδlqújl - δipδlsδkqδjrúkj - δkrδjqδisδlpúil -

δlsδjqδkpδirúki - δkrδlsδiqδjpúij} (A3)
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whereúij ) (1 - δij) and the summation indicesp, q, r, s and
i, j, k, l take the valuesx andy.
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