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Dephasing-Induced Vibronic Resonances in Difference Frequency Generation Spectroscopy
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The difference frequency generation (DFG) signal from a two electronic level system with vibrational modes
coupled to a Brownian oscillator bath is computed. Interference effects between two Liouville space pathways
result in pure-dephasing-induced, excited-state resonances provided the two excitation pulses overlap and
time ordering is not enforced. Numerical simulations of two-dimensional DFG signals illustrate how the
ground and excited electronic state resonances may be distinguished.

I. Introduction modes as well as their displacements on the electronic excited

. . state. In our case, 2D frequencfrequency plots from cw
Difference frequency generation (DFG) and sum frequency gyperiments show clear signatures of the bath time scale.

generation (SFG) are coherent, three-wave-mixing techniques|nierference between different Liouville space pathways leads
wherein two input fields with wavevectoks andk; create a 5 excited state resonances which are induced by pure homo-
third signal field with the combination wavevectios = k; + geneous-dephasing and therefore vanish in the slow bath limit
ka. For centrosymmetric media with inversion symmetry the \yhere the line broadening is strictly inhomogeneous. Similar
second-order response vanishes in the dipole approximetion, - jephasing-induced resonances (DIR) were observed more than
making these techniques a versatile tool for the study of oriented ;5 decades ago in third order, coherent Raman spectroscopies
crysta!s or surfaces and intgrfaéeéMany frequency-domah# (CRS) for atoms in the gas phadand molecular crystafé:25
and time-resolvet** applications have been made. SFG |t hag heen recogniz&ithat DIR carry information about the
techniques have been applied to study molecular conformationSefect of the electronic dephasing rates on vibrational dynamics.
at surfaces and interfaces, liquid interfaces, surface reactions,g,chy resonances were recently observed in DOVE (doubly
catalysis, c_hirality_of molecules_ on thin _films, _and chiral vibrationally enhanced) four wave mixing experiments on
molecules in solutiofi:>"1* Classical MD simulations were  nixyres of acetonitrile, deuterionitrile and deuteriobenz&ne.
carried out for SFG from liquid/vapor interfaces of waféf  gjnce these resonances have pronounced spectral signatures, they
and acetoné® DFG has further found applications in semi-  can pe used to probe vibrational dynamics following electronic
conductorg®*t excitation. We show that excited-state DFG resonances have
In this paper we focus on an ultrafast DFG technique known |ong tails Of/w.i,, Whereas the ground-state resonances vary
as coherence emission spectroscopy/optical rectificatiéh,  as 1/, wherel’ denotes the pure dephasing rate and,/
whereby two femtosecond visible pulses resonant with an denotes a vibrational resonance. Impulsive experiments with
electronic transition create vibrational coherences in both the well-separated pulses do not show these interferettddew-
ground and the excited electronic states. The generated heteroever, a combination of two impulsive signals can reproduce the
dyne detected infrared field (both amplitude and phase) revealsfrequency-domain interference. In section I, we calculate the
vibrational modes strongly coupled to the photoexcitation. This second-order nonlinear response of a multilevel system coupled
technique has been applied using 11 fs pulses to study proteinio a harmonic bath. In section I, we present the double sided
vibrational motions coupled to an electronically excited cofactor Feynman diagrams and expressions for the DFG signals from
in photoactivable single crystals (The photodissociation of the a two electronic level/vibronic system. We then consider various
heme cofactor in ordered crystals of myogld8iand the retinal  cases of pulse durations corresponding to pure frequency-domain
trans— cis photoisomerization in oriented films for bacterio- (cw) (section 1V), time-domain (impulsive) (section V), and
rhodopsif?). These experiments have opened up new possibili- finite pulse experiments (section VI). Closed expressions are

ties for probing protein structure and for following concerted derived for the signal in the limiting cases of fast and slow baths
motions induced by an external femtosecond trigger. The signalfor both cw and impulsive experiments.

is calculated for a two electronic level system whose vibrational

modes are coupled to an overdamped Brownian oscillatofbath 11. Second-Order Response of a Multilevel System
with an arbitrary time scale. We further show how the ground Coupled To a Gaussian Bath

and the excited state vibrations may be distinguished by a two-
dimensional DFG (TDDFG). Two-dimensional SFG was re-
cently demonstrated for a doubly resonant infrareidible
techniqué? and was shown to be sensitive to the vibrational PO, t) =

*To whom correspondence should be addressed. j;) dt, L/(; dt, dt; E(r, t — E(r, t— 1 t1)§ (t t) (1)
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The second-order polarization is related to the external fields
through the second-order response func®t,, t;)
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Figure 1. (A) Pulse sequence for a DFG experiment. (B) All Liouville
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We consider a multilevel system interacting with a bath,
described by the Hamiltonian

Yy
H= hzwl:(w —i— +q(c)

Here |vO (v m, n, k..) are the system eigenstates with
eigenvaluegiw, and inverse lifetimey,. The bath consists of

harmonic modes and® are collective Brownian oscillator
bath coordinatest The dipole operator is

V= ;IV'%»@I

| (6)

()

whereu,, is the transition dipole between the statésandv.

The three-point correlation functions can be calculated exactly
for this model using the second-order cumulant expansion
following the procedure éf

Ql(t2’ tl) = Zk‘ukmunkumnwm exp(_iwnm 1 Vnmtl)

1
exp(_iwkth - ykmtz) eXF(_ E(gkm(tl + t2) + gmn(tl + t2) -
gkn(tl + tz) - gmn(tz) + gml(tz) + gkn(tz) - gkm(tl) +
gkn(tl) + gnm(tl))) (8)

exp( Iwnmtl - Vnmtl)

Qs t)) = — zkﬂkmunkumn
exp(— iwnktz - Vnktz) exﬁ(— E(gkm(tl) + gmn(tl) - gkn(tl) -
Omr(t2) + nidtD) + Gndts) — Gty + 1) + Gty + 1) +

gnm(tl + tz))) (9)

whereWy, is the equilibrium population of level m, ang,, =

space pathways contributing to the second-order response within thel/2(ym+ yr). The line shape function for the transition between

RWA. For well separated impulsive pulses whiieomes firstk, =

ki — k2 selects pathwayS.. and Sy, whereak = — ki + k; selects
pathways S, and S, For coincident pulses all four pathways
contribute. (C) level scheme for the electronically resonant DFG
experiment.

wheret; is the time interval between the two interactions with
the input fields and; is the time interval between the second
interaction and detection of the signal (Figure 1(A&is given
by21

\ ,
e, ty) = (#) 0(t,)0(t,) Z\[Qa(tz t) + Qi(t, )] (2)

with
Q, = V(t; + tx)V(t)V(0)T
Q, = —IM(tyV(t, + t))V(0)U

©)
(4)

Here V(1) is the dipole operator in the Heisenberg picture

V() = exp(;;lHt)V exp(— %Ht)

whereH is the molecular Hamiltonian.

®)

levels m and rgmn is given by

One®) = [t [7 dt” C, (t") (10)

whereCpy is the two time correlation function of the collective
bath coordinate9(t) = q©(t) — q(t)

Conlt) = F B DLHO)D (11)

The spectral density of the collective coordinatg®, is
defined as

Cifw) =5/, ck expliot] TS0, cON0 (12)

Hereafter we use the overdamped Brownian oscillator model
for the spectral density

w/\

mn2

+ Ayl

mn

Cr(w) = (13)

whereimnis the coupling strength of the mn transition with the
bath andAmnis the relaxation rate. In the high-temperature limit
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(KsT > A) the two time correlation function for this model is
given byt

2KgTA
= i;tmnAmn] expt And) (14)

where iqn represents the coupling strength of frequency
fluctuations for the transition between levetsand n to the

bath andAnn is the relaxation rate of these fluctuations. Eq 10
then gives for the line shape function

2’1mnKBT - ;Lmn
It = (Tmnz =i A [exp(— Apd) + At — 1] (15)

The dimensionless parametefn = Amd/Amn [Where Apn =
(2KeTAmd/h)Y9 represents the bath time scale. The total line
width (fwhm) I'mn of the mn transition is given by the fol-

lowing Pade approximant in terms of the paramet®s and
-21,29
Kmn=™

Ton 2355+ 1.76¢,,
Apn 14 0.85,,+ 0.88,,>

(16)

In the « > 1 (motional narrowing, fast bath) limigmA(t) =
Tt — iAmdt whereI'mn = AnKeT/hAmn is the homogeneous
dephasing rate. In the opposite< 1 (inhomogeneous, slow
bath) limit, we haven(t) = Amit%/2 andAmnis the line width.

Ill. Application to Electronically Resonant DFG
We now apply these results to a two electronic level model

system: the ground (g) and the excited (e) levels, coupled to

Venkatramani and Mukamel
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Figure 2. Linear absorption spectra for model | and model Il as a
function of the bath time scale parameterShown is the origin (left
panel) and thev; — we~=1070 cnT? resonance (right panel).

where
XA, = 01— wy00) = [ dty [ dt St t)expli(w, —
wtllexplioqty) + exp( iw,ty)]

e(w) = [ dr e(z) explar) (20)

We next invoke the rotating wave approximation (RV§A)y
neglecting off resonant terms with the field frequencies in eq
18. This gives

several vibrational modes (Figure 1C). This system can be P(k; — k,, t) =

represented by our multilevel Hamiltonian, whené]now
represents vibronic states. Hereafter, the indices a, ¢ will
denote ground vibronic states and= b, d will denote excited

vibronic states. We consider a resonant DFG experiment,

whereby the two optical fieldk; andk; are resonant with the
electronic transition. The infrared signal generateisat ki

— ky probes the dynamics of both ground and excited-state

vibrational coherences induced in the system.
The applied electric field is

E(r,t) = €,(t + 7)) explo,t — ik, r) +
€t + 7,) explw,t — ik, r) + c.c. (17)

Herek;, wj, ande; are the wavevector, frequency, and envelope
of the pulsej. Pulses 1 and 2 peak at timesr; and —1,
respectively, and the signal is detected arousd. We assume

71 > 72 (pulse 1 comes first) and define= 7; — 72 andt, =

(;_1)2 ﬂ:’ dt, j:o dt} expﬂ(a)l — w)B)[(S(th t) +

Stz t)explogtileyt + 7, =t — )t + 7, — ) +
(Sealtz, &) + Stz ) €XPL- iwoly] X
et + 1, — t, — t)ey(t + 7, — )] (21)

Double-sided Feynman diagrams for the four Liouville space
pathways &a Sa, S, @andS,y) are given in Figure 1B, and the
corresponding expressions are derived in Appendix A. DFG
experiments can be performed with either ultrashort (broad-
bandwidth) pulses or continuous wave (monochromatic) fields.
These correspond to time-domain and frequency-domain experi-
ments. The expressions simplify considerably for these limiting
cases which are discussed in the following sections.

IV. Frequency-Domain (cw) Signals

72 as the time intervals between the pulse centers (see Figure

1A). The pulses may overlap so that time ordering is not
enforced. Substituting eq 17 in eq 1 gives

P(ky — Ky ) = [ dty [ dty exp(w; — w,)t)S(ty, 1)
[exploytet + 1, — t — et + 7, — t) +
expi imt)e(t + 7, — th — e, (t + 7, — t5)] (18)

or

P, =Ky, ) = [ dw, [ dwyP(w, — 03 — w,0,)
€(w)ex(— wy) expl=i(w; — w,)f] (19)

In an ideal frequency-domain experiment, we assume mono-
chromatic fields and eq 19 gives

Pk, — Kk, t) =
1w, = w1 — w06 expl-i(wy — w))f] (22)
Using the RWA to pair up the various Liouville space

contributions with the field permutations (as in eq 21), eq 20
gives

(2)

X(Z)(wz — W T W) = Xf;za) + Zod (23)

where
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Figure 3. (A) Logscale 2D plots of frequency-domain homodyne sigpél, (eq 23) showing resonances in the fast(5) and slow ¢ = 0.0001)
bath limits, (B) The ground-state contributiogd in eq 23). (C) The excited state contributior?] in eq 23).

(2)( o _ (i 2[ (@, — )+ contributions to the response with ground state (excited state)
Hea(@ — W1~ 0p01) = (h) S 01~ 00, resonances. In the fast bath limit ¢ 1), the line broadening
S0, — @y — w,)] (24) function is given by: gmdt) = I'mit — iAmdt @and S, are given
by eq B1. We then get (see Appendix B)
i\2
XE)Zd)(wz — Wy~ W0y) = (E) [Sid(@w; — wpwy) + @
Xca(wz Wy T Wy wl) =
Sy — w,, — w))] (25)

-\2
i 1
with the double Fourier transform 2 Z . -
(h) (01— @) — W Ti(yeatIy)
Sul@pop = [ dt, [17 dt exployt] explioit]S,t, ) W, . W
(26) W1 = O T i(pa T 1) — 0y = gy Ti(ye, + o)

Sa and S, (S and §,) given in Appendix A represent (27)
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. - . - (28) % 150 -
(wl — Wpa T I(Vba + Iﬂba))(_wz —Wayt I(Vad + Iﬂad)) E |
This expression shows that, if the system is initially in the 0o
vibrational ground stateyq = 0), the excited state bt I
resonance will vanish in the absence of pure dephasing 501~
T'ag — I'ba = 0). Pure dephasing is absent for our model in the -
slow bath limitk < 1, which is also derived in Appendix B. B

For intermediatec, the excited-state resonances will show a
partial cancellation. The line shapes of excited-state resonances
thus carry information about the bath time scales.

To demonstrate these effects, we have performed numerical
simulations. We first consider an electronic two-level system
with a single vibrational mode (model I). All electronic and
vibrational transitions are allowed and their dipole strength is
setto 1.0. The 80 “g” to “ €’ transition frequency isveq The
vibrational mode frequency is 1225 ctrin “g” and 1070 cm?
in “€”. All states, excluding the ground vibrational state gt “
have the same inverse lifetime pf= 4 cnr™. The system is
initially in the ground stateg= 0, y, = 0 cnTY) in “g". The
fwhm for all vibrational transitions (eq 16) =5 cnT! and
for all electronic transitions id" = 30 cnT!. The mode
frequencies were chosen to match those observed in recent DFC
experiments on myoglobit. Other parameters such as the
lifetime and dephasing rates represent typical literature values.
All simulations were performed at room temperature (300 K)
whereW, vanishes fora = 0. Figure 2 (top row) displays the
linear absorption for this model showing two peaks correspond-
ing to the vibrational levels in e showing the effect of the bath
time scale on the line shape. Ads decreased, the line shape
changes from a Lorentzian to a Gaussian. Figure 3 displays 2D
frequency-frequency contour plots of the absolute value cw
signals (eq 23) with the difference frequenoy — w, along
thex axis and the excitation frequeney along they axis. The
plots show an excited-state resonancewat{ weg w1 — w2)
= (1070, 1070) cm! and two ground-state resonances at (1070,
1225) cnt! and (1225, 1225) cnt. Egs 27 and 28 show
that in the fast bath limit{ = 5.0) ¥& 0 /(w1 — w2 — wea)
and ¥ O (w1 — w2 — wpd). In the slow bath limit, eq B3
shows that the excited-state contributjgf] does not contain a
vibrational resonance. This implies that as the visible pulse
frequency wi — weg is detuned away from the electronic
resonance the signal must vanish alemg— @,=1070 cn1?
(Figure 3, parts A and C).The ground-state resonances do not
show this cancellation (Figure 3, parts A and B). In Figures 4

Intensity

Intensity

-6

|
1060

1080
w,—w, (cm I)

Figure 4. Slices of the 2D contour plots in Figure 3@t — weg =
1200 cn! taken at different values af.

- Green
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x=3.0
k=10
x=0.0001
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I
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and 5, we present sections of the contour plots to show the Figure 5. Logscale plots of the frequency-domain signal as a function

variation of DIR withx. Figure 4 shows a slice of the 2D contour
plot alongw: — w; at w1 — weg = 1200 cn1? for different
values ofk. Figure 5 depicts slices alongy whenw; — w> is

tuned to the ground/excited-state resonances for different values™ ®es =

of k. These show the sensitivity of the excited-state resonance

line shape to the bath time scale. Figure 4 shows that the exciteddt has the same pair of frequencies as model I, but the origin of
the two frequencies is different (ground vs excited state
the excited-state line shape shows a much sharper drop in thecoherences). All other parameters are the same. Figure 2 (bottom
row) shows the linear absorption for this model. Figure 6 shows
the (A) absolute value and (B) real parts of frequency

state resonance becomes weaker Esdecreased. In Figure 5

tails with decreasingc as compared with the ground-state
resonance.

of the excitation frequency: whenwi — w; is tuned to ground (dotted
lines) and excited (solid lines) state vibronic resonances. The lower
panel shows the signal at the tail of the excited-state resonanee at

1070 cnt.

We next consider model 1l with two vibrational modes (1070 frequency contour plots for the cw signal in the fast bath limit.

and 1225 cm?) with identical frequencies in statg™and “€”.

The negative ground state resonances can be easily distinguished
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Figure 6. (A) Absolute value (logscale) and (B) real 2D plots for the CW signal (eq 23) in the fast bath limit as applied to the two model systems
described in the section IV.
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Figure 7. Absolute value (logscale) 2D plots &(Q2,, 1) and P (R25, ©}) (eq 32 with egs 30 and 31) showing ground and excited-state
resonances in the fast € 5) and slow £ = 0.0001) bath limits. The pulse frequencies are centered at wegandw; — w> = 0 cn™. Signals

for two time-domain experiments and their superposition are displayedk,(#)ki — Ko; (B) ki = ko — k1; (C) Pu(Q2, Q2 — Q4); and (D) (A)
+ (C).
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Figure 8. Same as Figure 6 but for impulsive input pulses (techniquegs 32 and 30) witlw; = wegandwi — w, = 0 cn?).

from the positive excited-state resonances. The signals for theand P (t;, t1) = P (tz, t1) In an ideal, impulsive (time-domain)
two models are different. For model I, the ground and the experiment the field envelopes in egs 21 and 29 are represented
excited-state resonances have comparable magnitudes, but fopy delta functions(t) = ex(t) = 6(t). For well-separated pulses,
model II, the excited-state resonances are weaker due to a partiah specific time ordering is imposed leading to either technique
cancellation with ground-state resonances. In the positije ( k,, selecting pathway&., and S,¢ or techniquek; selecting

— wp, w1) quadrant, we expect a single peak alengaxis for pathwaysS,, and S, Using eq 29 and its complex conjugate,
each excited resonance along — w, and two peaks for each  we have

ground state resonance. Model | clearly shows two different

frequencies corresponding to the ground and excited states. Fo _ (12 _

model Il, we see that both resonances aleng- w originate b'(tz' W)= (ﬁ) P, — @b) exploty) [tz t) +

from ground and excited electronic states. St t)] (30)

V. Time-Domain (Impulsive) Signals and

In time-domain experiments, the time delay between the -
pulses can be controlled and scanned. We thus express thep”(tzl t) = (l) exp i(w; — w)t,) expl iw,t,)

signals in terms of the delaysandt,. We have calculated the h
two possible signalk = k; — ko andky = ko — k1 [Saltz t) + St )]
P(t, t,) = =Ptz ty) (31)
i)Z e ’ © ’ 1 o4 I I
- dt dt; exp(w; — w)th) [(Su(th, 1) + In this case, only one ground-state pathway and one excited-
(h ‘/; 2 ﬁ) ! ' - s state pathway contribute. Eq 28 shows that DIR results from
So(th 1) exploqt)e (t; +t, — t, — t)e5(t, — ) + the sum of two excited-state pathways. Thus, each indi-

- - PRI T vidual time-domain experiment will not show DIR. How-
(Sallz t) + St W) eXPC 10 b)e(t, — 1 t’1 x ever, the frequency-domain interference can be recovered by
ety +t, — )] (29) adding signals from impulsive, time-domain techniqulesand
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Figure 9. Same as Figure 6 but for the impulsive techni¢ugeqs 32 and 31).

ki with well separated pulses (see Appendix C) which select ¢ cannot be the ground vibrational state) which are weak at room
mutually exclusive pathways. temperature foc = 0.
We shall display these signals in the frequency-domain by Interference effects between ground and excited-state path-
taking a Fourier transform with respect to the time intervals  ways as seen in the cw experiments for model Il can be further
analyzed by examining the impulsive signal. Figure 8 shows
— [ o0 the real and the absolute value (logscale) plots for the impulsive
P(€, Q) = ﬁ) dt, exp( QZtZ)ﬁJ dt, eXpGQltl)P'(tz'(%)z) techniquek;. Note that the real (pa?t of th)epsignal for mogel I
shows only negative peaks. As discussed earlier for model |,
the ground-state resonances are narrower than the excited-state
resonances and the partial cancellation of ground and excited-
state resonances in model Il leads to negative peaks. Figure 9
shows similar plots for th&,. Here the effect is the opposite:
For model Il, interference between ground and excited state
pathways will necessarily lead to positive peaks. We further
note that the disparity between ground and excited-state pathway
contributions fork), is greater than that fdk;, which implies
that the interference between the ground and excited-state
gW resonances will also lead to positive peaks, as observed
earlier.

and similarly forPy. Figure 7, parts A and B, shows the absolute
value (logscale) 2D contour plots (eq 32 together with 30 and
31) in the fast and slow bath limits. Since the sigrai@,, t1)
andPy (tp, t;) are complex conjugates, tkesignal in the positive
(Q2, Q1) quadrant is the same as tkg signal in the negative
(R, ) quadrant. The individual signals show no interfer-
ence. Figure 7C shows thg (2, = €2, Q) = Qp — Q)
which when added with thie signal reproduces the frequency-
domain interference as shown in Figure 7D. In Figure 7A, the
ground-state resonances are stronger than the excited-stat
resonances. Eqs Al and A2 show that the line width of the
“ac’ resonance is smaller than théd’ resonance due to the
finite lifetime of the vibrational ground state i®™ The reverse VI. Temporally Overlapping Pulses

is true in Figure 7C where the excited-state resonances are

stronger (the ground-state resonances cannot be seen on this For finite pulses, both field permutations in eq 21 contribute
scale). Eqs A3 and A4 show that the ground-state pathways(with unequal weights), and it should be possible to excite
are weighted by the populatioh¥. (for positive values of2, transitions within a certain bandwidth. The signal depends on
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Figure 10. Absolute value (logscale) 2D plots for Gaussian input pulses with a finite pulse width10 fs (eq 29 and its complex conjugate)
in the fast ¢ = 5) and slow ¢ = 107%) bath limits. The input pulses are centeredat= wegandw; — w, = 0 cn'L. (A) 2D frequency-frequency
contour plots of the superpositidna + k for well separated pulses. (B) Time-domain signal for a single input pulse ().

the time delay and carrier frequency of both pulses. As the pulse The time-resolved signals in Figure 10B show beats at the
bandwidth increases from the impulsive limit to approach the frequency difference between ground and excited-state mode
cw limit, the signal becomes increasingly independent of the frequencies. Multidimensional plots of experiments carried out
delay between the pulses and increasingly dependent on the fieldvith well separated pulses (Figure 10A) give additional
frequencies. Figure 10 shows the signal for finite width Gaussian information about the bath time scale.

pulses in the fast and slow bath limit for model I. The two input  In conclusion, we have computed the DFG signal for a model
pulses were assumed to have the same temporal wilithard level scheme of a two electronic level system with several
we have computed both andk;, signals (eq 29 and its complex  vibrational modes coupled to a harmonic bath represented by
conjugate). For = 10 fs, k; andk; select mutually exclusive  the overdamped Brownian oscillator model. Our calculations
pathways. We show the superposition of these two signals in show that the bath time scales have clear signatures in DFG
Figure 10A. In the DFG experiments on myogloBfrthe two experiments when the pulses overlap, due to the cancellation
interactions take place with a single input pulse. This situation of excited-state vibrational resonances by interference of
is shown in Figure 10B for = 10 fs as applied to model I. As  Liouville space pathways. Time-domain (impulsive) techniques
seen from eq 21, if the pulses are coincideént 0), all four do not show this interference as these experiments impose a
pathways will be selected. If the two pulses are coincident and specific pulse ordering. The interference is recovered by
impulsive, then both sets of pathways would contain no combining two impulsive experiments; and k;, with well
electronic coherence (since the system would not have time toseparated pulses. Experiments with coincident pulses should also
evolve between the two interactions). The two excited-state show DIR interference effects provided the pulse width is of
contributions should be equivalent (in Figure 8& and S, the order of the electronic dephasing time scale of the system.
differ only by the electronic coherence in the first time interval). Comparison of time- and frequency-domain DFG signals for
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two different model systems highlights the sensitivity of the g (t, )= Zwaucaub#ab exp iwpd; — Yoty —
DFG signal to the ground and excited-state coherences. e

Ipaty) exptioct, = veds = T'eao)
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experiments. Tty exp ity — Voo — Todld)
Appendix A: Second-Order Response Function Stz t) = — Zwaudaubd“ad exp(iwady = Vadhy —
abd
Using eqs 8 and 9 and Figure 1B, we can separate the terms f“adtl) exp— imydy = Yods — fbdtz) (B1)

with ground and excited-state resonances
Substituting this into eqs 24 and 25 we get

Sca(t21 tl) = gwaucaubouab eXp(_ia)batl - ybatl) (2) . —
abc Xca(w2 AT (1)2,(1)1) -

) 1 A2
exp(_lwcatz - Vcatz) GX%— E(gca(tl + t2) + gab(tl + tZ) - (l) Z 1
" - - - -
Geelts + 1) — Garlt) + Gaclty) + Gurlty) — Gealty) + Gunlty) + (@17 @) = 0 F (et Ted
Wa WC
gba(tl))) (A1) : —+ : .
W1 = Wphy + I(yba+ Iﬂba) — Wy T Wep + I(Vcb + 1—‘cb)
Sty t) = — Zwaudaubduad expiwpt; = Vo1 (B2)
apd 1 and
expivydty = Vo) eXF{_‘(Qda(tl) + Ganlty) — 9anlty) — @
2 Abd(@2 — 03 — wy07) = —
Tap(to) + Fty) + Ganty) — ualty + 1) + gty + 1) + i\2 W,
Obalty + tz))) (A2) (h) 7 (0, — ©) = Opgt (Vo T
1 N 1
sca(t2' tl) = ;Woucaubouab exp(_iwcbtl - ycbtl) W~ Wy + i()/ba-l- fba) — Wy~ Wy + i(yad + fad)

(B3)

. 1
exp= lwet, — Vcatz) exl{__(gca(tl + t2) + gbc(tl + t2) - . .
2 Assuming that &” is the ground state)(, = 0), eq B3 can be

Opa(t; 1) — Opdty) + Gadty) + Gpa(ty) — Oea(ty) + rearrange®t to give eq 28 which shows that the excited state
“bd’” resonance vanishes in the absence of pure dephasing. The
Opa(t) + ch(tl))) (A3) ground-state term does not show such cancellation.
2. Slow Bath.For x < 1, the line broadening function has

. the form: g(t) = A%?2 Substituting this into eqs A1A4 gives
Slto t) = — Zwaudaubduad exp(= iwagty = Vad)
abd

1 Sca(tz’ tl) = Zwaucaubouab exp(_ iwbatl - Vbatl)
expiwpdt, = Vpda) ex;{— E(gab(tl) * Qualty) — Janlty) — e

Oia(ty) + Goalty) + Gan(ty) — Ganlty + 1) + ggplty + 1) +

Gadlty + tz))) (A4)

exp(— iwct, = vea)fi(ty t)
Sdta t) = _Zwaudaubduad exp(— iwpt; = Vode)
abd
exp(— iwydy = Vpd)fa(ts t)

Appendix B: Frequency-Domain (cw) Signal Sty t) = Zwoucaubouab expimet; = Yerly)
anc

Below we derive closed expressions for the frequency-domain exp(= imgt, — yety)faltor ty)
signal in the fast and the slow bath limits of the overdamped e e
Brownian oscillator model ' . o Sty t) = — Zwaudaubduad X 1wadty — Vadly)

1. Fast Bath.For« > 1, the line broadening function is given Fvn)
by g(t) = I't + iit. Substituting this in eqs A1A4, we get expiopdt, = Vodo)falts t) (B4)
(assuming the temperature is high enough to neglect the stokes
shift) where
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fi(ty t) = exp[— %(Azbatf + A%+

Ao + A — Acbz)tltz)]
folto, ) = ex;{— %(Azbatlz + A%+

(Abaz + Abd2 - Aadz)tltz)]
folto ty) = eXF{_ %(Azcbtlz + A%+

(Acb2 + Aca2 - Abaz)tltz)]
folto t) = exp{— %(Azadtlz + A%+

(Aag + Aps — Abaz)tltz)] (B5)

in this limit the expressions reduce to the isolated molecule
(no pure dephasing) averaged over a Gaussian bivariate dis-
tribution of frequencies. Substituting this in egs 24 and 25,
we can express the ground and excited-state signals as a
convolution of the single molecule transform and a bivariate

distribution

2 . _
xga)(a)z — Wy — W) =

i\2
(;1) fom do' fﬂo do" [(Ie4(w, — w, — ') x
Iba(wl - w”))Wael(w'= ")+ (Ica(wl — Wy ') x
lep(— @, — @"))WG5(0', 0")] (B6)

and

2 . _
Xl(od)(wz — W T W) =

i\2
_ (I%) ZI_OZO dw' f_ww do" W[(Iyw, — 0, — »') x
lpa@y — @"))Gy(@', @") + (Iywy — wp, — @) %
lag(— @, — 0"))Gy(w', 0")] (B7)

where

1

0= w,, + iyw’ (B8)

Iw’(w) =

and theG's are double Fourier transforms of the Gaussian

bivariate distributions (eq B5)

Gi(wmw,) = f,oowfj;fi(tza t) explo.t;) expiwt;) dtz(%tb)

substituting eqs B5 in eq B9 we get

Gl((l),, Cl)”) — G3((U,, CU”)

4n2) p[ 1, 2, .2 2 2
) expg — —=(A A0+ A K w'")? -
2 2\"ba ca
O 20,

(Ao + Ay = Acbz)w'w")] (B10)

and

Venkatramani and Mukamel
Gz(wl' (,()”) — G4(wl, w”)

2
= %) exp{— jz(Ab;(w')2 + Ap(@")? —
e

e

(Ao + Apt — Aadz)w'w”)] (B11)

with
692 = 4Aca2Aba2 - (Aca2 + Aba2 - Acb2)2
5e2 = 4Abd2Aba2 - (Abdz + Abaz - Aadz)z (B12)

Using the above andag = wpg — wpa, We obtain for the
excited-state signal

de(z)(wz — W T W) =
- Zf_o; do' f:o do" W,lp(@, — v, — o)
a

1
+

’wl — 0" — Wyt iVba
1

(@)= Wy — 0" = wpg) — (0 — 0" — W) Fiyy
Gy(w', ') (B13)
The expression in the square brackets is the same as eq 28 with
no pure dephasing. This implies that there is bd"resonance
in the slow bath limit.

Appendix C: Time-Domain (Impulsive) Signal

In this section, we show expressions for the time-domain
signalsk; andk;, in the limiting cases of fast and slow baths.
As with the frequency-domain expressions, we separate the
ground and excited-state contributions

Pty t) = Poa(ky — Ky, th, 1) + Pogky — Ky 15, 1) (C1)

Pty ty) = Pk — Ky, th, 1) + Pog(k, — Ky, t, 1) (C2)

1. Fast Bath > 1). Case 1.When the input pulses are
time coincident, eq 29 along with eqs AR4 leads to

Pk, — ks, 1y, 0)=
i\2
equ (wl - wz)tz)ZRE{(_) Zlucaubouabwa
hl &
EXp(— iwcatz ~ Yealo — IAj(:atz)] (C3)
Poa(ky — ko, 1, 0) =
i\2
—exp(w; — wz)tz)ZR{(_) Zﬂad“bd“bawa
h abd

exp(= impdy = Vods = Lodo)| (C4)

Py(ty 0) = Pi(t,, 0) (C5)

Case 2For the case where the input pulses are well separated
in time, the Fourier transformed ground and excited-state time-
domain signals are given by eq 32 along with eqgs 30, 31, and
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Al—AA4. In the fast bath limit, these lead to

Poalky — k3,Q2,,Q2) =
W,

a

)
h ;392 - (wca —w;+ wZ) + i(yca+ IA_‘ca)
1

Q1 - (wba - wl) + i(Vba+ IAﬂba)

Poa(kp — Kq,€2,,Q) =
W,

C

i\2
(h) Q) — (Wea — 0 T W) iyt IAﬂca)
1

Q1 - (wcb - wl) + i(Vcb + be)

Poa(ky — k5,€2,,€27) =

(i )2 W,
h ;92 — (g — 01+ @) T i(ypg+ T
1
: — (C6)
Q) — (wpa = @9) +i(Ypa t Tpa)
Poa(k, — kq,€2,,€29) =
(i)z W,
h ;192 — (Wpg — 01+ @) Ti(ypg+ fbd)
1
(C7)

Q1 - (wad - wl) + i(Vad + IAﬂad)

These show thal® (R, Q;) + Py(Qz, Q2 — Q1) leads to the
form in eq 28 for the excited-state signal, showing a DIR.

2. Slow Bath < 1). Case 1.When the input pulses are
time coincident we have from eqs 29 and-AA4

Pk, — Ky, 1, 0) =
i\2
exp((w; — wt)2R (1;1) ;f"caubouabwa

i Acazt22
exp — loel, = Vedo — T (C8)
Podky — ko, 5, 0) =
i\2
- equ ((1)1 - wz)tz)ZR (_) Z/"ad“bdubawa
h abd
) Ayt
exp —lwpdy = Vpdz — 2 (C9)
Py(ty, 0)= F’T‘(tz- 0) (C10)

Case 2.For well separated pulses egs 32, 30, and-A
lead to

Poa(ky — Ky, €25, €27) =

e o o
(—) fom do' ffm do" 1.(R2, + 0, — w, — ') x
h apnc
1@+ @1 — " )W,Gy(e, ") (C11)
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Pca(kz - kl' QZ’ Q1) =

i 2 00 00
(—) zf_m do' f_m do' 142, + v, — v, — ') x
h apc
(R + 0, — 0" )W.G (0", ") (C12)

Poa(ky — Ky, Q,, Q) =

i\2 o o
- (—) fom do’ ﬁm do" 1,2, + 0, — w, — w') X
h abd
1@, + @1 — " )W,G,(o, 0") (C13)

Poa(ky = Ky, Qp, Q) =

i)2 - -
— (%) fom dw’ ﬁw do" 1p(Q, + 0, — 0, — @') x
abd
L@y + 0, — 0" WG, ") (C14)
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