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The linear IR and two-dimensional (2D) IR spectra of the amide-I modes of the 12-residueâ-hairpin peptide
tryptophan zipper-2 (SWTWENGKWTWK) and its two13C isotopomers were simulated, with local mode
frequencies evaluated by two solution-phase peptide amide-I frequency maps proposed recently: an electrostatic
potential map and an electrostatic field map. Both maps predict a set of nondegenerate local amide-I mode
transition energies for the hairpin. Spectral simulations using both maps predict the main spectral features of
the linear IR and 2D IR experimental results of the13C-labeled and -unlabeled hairpin. The radial distribution
functions obtained using trajectories from classical molecular dynamics simulations demonstrate different
water distributions at different sites of the hairpin. Our results suggest that the observed difference of the
13C-shifted band, including its peak position and frequency distributions for different isotopomers, in both
linear IR and 2D IR spectra, is likely to be due to the difference in the local environment of the solvated
peptide. Ab initio density functional theory calculations show a residue-independent13C shift of the amide-I
mode, further supporting the result. The variations of these shifts are attributed to the residue level heterogeneity
of the electrostatic environment of the peptide. Our results show that 2D IR of peptide with single13C isotopic
labeling can be used to probe the electrostatic environment of the peptide local structure.

Introduction

Two-dimensional infrared (2D IR) spectroscopy in conjunc-
tion with ab initio quantum computations and molecular
dynamics simulations is a promising approach to determining
the dynamics of structure changes of peptides.1,2 However, in
order to allow this novel approach to reach its full potential,
there is a great need for predictive theories of the vibrational
spectra of the peptide backbone in the presence of water. It is
now evident that calculations of spectra that do not incorporate
specific solvent effects on the frequencies and transition dipoles
of the amide unit will not be successful in predicting many
essential details of the spectra of peptides. The dynamic shifts
caused by hydrogen bonding and other charge effects are
substantial and need to be combined with computations of
intermode coupling to predict the characteristic infrared spectra
of the various secondary structure motifs.

It has been shown through numerous experiments using
FTIR3-5 and 2D IR6-9experiments that isotope selective labeling
of many types of peptide environments can permit structure and
dynamics to be examined on a residue-by-residue basis. One
of the main goals of 2D IR methods is to simplify the broadband
spectra of peptides and define more clearly the underlying
features and their interactions with water. However, the amide
vibrations of peptides form groups of modes, each having a
near degeneracy of the number of residues, and the modes in
these groups are not normally identified separately in solution-

phase experiments. Even very simplified empirical theories of
peptide IR spectra10,11often capture approximately the spectral
shapes for particular secondary structures if the coupling
constants happen to be very large and of the easily manageable
dipole-dipole type. However, such approaches do not claim
to predict the correct spectral shifts from isolated molecule
states, and they contain arbitrariness7 in the choice of their line
shapes, zero-order frequencies and fluctuations, prior to any
coupling, for modes from different residues that might be
experiencing very different hydrogen bonding or electric fields
from the remaining secondary structure or the solvent. The
computation of linear and 2D IR spectra of individual residues
shifted by isotope replacement would constitute a much more
stringent test of the theoretical methods.

2D IR methods use infrared pulse sequences to measure mode
couplings and the dynamics of the mode frequency distribu-
tions.12-14 The high mode selectivity of the methods arise from
their double resonance character: the effects of driving one
fundamental are sensed through the responses felt by other
modes. Because the methods naturally separate the effects of
molecular structure distributions from spontaneous relaxation
processes, they are line narrowed compared with FTIR spectra,
and they can be used to determine the spectral diffusion, the
equilibrium dynamics, and the relaxation kinetics. They can
access local structure in a unique manner to permit significant
questions to be asked in protein dynamics that might not yet be
answerable by other methods. The 2D IR spectroscopy is being
used in a variety of fields as a result of significant theoretical,
technical, and scientific advances from many different labora-
tories as illustrated in numerous very recent examples.9,15-24

The signal field in these experiments is from a distribution of
vibrational frequencies, representing the range of chemical
environments for each vibrator with its own relaxation function,
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dependent on its spatial location, chemical structure, and solvent
induced dynamics. The 2D IR method greatly enlarges the range
of biological applications of vibrational spectroscopy, but there
is considerable scope for improvements, both theoretical and
experimental, that will optimize its broad applicability. Of
particular importance are improvements in the confidence level
of spectra-structure relationships.

The 2D IR of the polypeptides has been based mainly on the
structure sensitive amide-I and amide-II transitions which are
carbonyl stretching and in-plane CN-H bending and the
amide-A mode, the N-H or N-D stretches.25 The potential
energy surfaces (PES) of the amide motions in proteins and
peptides depend on the electronic configuration of the solute
and also on the solute-solvent interactions. Frequently, the
solute-solvent interactions will be mainly electrostatic, so that
modeling of the solvent influence by an inhomogeneous
electrostatic field may often provide a good representation of
solvent effects on vibrational spectra. The electrostatic effect
on a polarizable molecule can also be approximated from the
field and its gradients at a limited number of points. In any
event there is a great need for accurate descriptions of the
variation of properties such as the vibrational frequencies and
transition dipoles as functions of the electrostatic potential and
its gradients at a number of points within the solute molecule.
Such maps can be used in combination with electric fields
computed from classical molecular dynamics simulations to
compute spectra. Correlations between these various spectral
parameters associated with vibrations have recently been
developed to describe the infrared spectra and dynamics of
water26,27 and of amide units. Recently, several electrostatic
maps have been proposed for the amide-I vibration frequency
based on a model peptide unitN-methyl acetamide (NMA,
CH3CONHCH3), with electrostatic potential samplings at four
to six atomic positions28-31 or at certain locations in chemical
bonds.32 More recently, the electric field gradients on four atoms
were considered in the construction of a map.33 Another map
by Skinner and co-workers30 for the amide-I motions was based
on the field samplings at four atoms (C, O, N, and H) of the
NMA molecule. The same authors also constructed a map for
HOD based on samplings at the locations of each of the atoms.26

The correlation of the OH stretch in HOD with the electric-
field component directed along the bond was also used to
compute 2D IR responses.27 In work that is most germane to
the present contribution, an anharmonic vibrational Hamiltonian
for the amide I, II, III, and A modes of NMA was recast in
terms of 19 components of an external electric field and its first
and second derivative tensors aimed at sampling the global field
in the entire spatial region of the amide modes.31

Several currently available NMAD maps28-31,33,34 for the
amide-I modes in proteins and peptides were constructed on
the basis of quantum chemical computations of NMAD in water
clusters. The electrostatic potentials or fields can easily be
computed from classical force fields that give rise to these
molecular structures. In this manner, both the electrostatic and
the chemical bonding effects are incorporated, but the results
are sensitive to the details of the MD force field. In contrast,
by introducing electric fields or point charges directly in the ab
initio calculations, the pure electrostatic effects can be isolated.
A density functional theory (DFT) map based on such a
principle31 has recently been established and is believed to be
generally transferable. Nonelectrostatic interactions such as those
arising from dispersion forces and chemical bonding are not
accounted for in any of the NMAD maps; however, their effect

on the frequency fluctuations can be separately evaluated as
dictated by the situation.

In this paper, the simulated amide-I region linear IR and 2D
IR spectra of the tryptophan zipper peptide, trpzip235 in a
â-hairpin conformation, and its13C isotopomers are presented.
Two representatives of the existing NMAD maps, namely, the
electrostatic potential map proposed by Cho and co-workers28

and the electrostatic field map proposed by Mukamel and co-
workers,31 have been used to compute the solution-phase local
mode frequencies of theâ-hairpin peptide. All spectral features
including the 13C-shifted regions have been compared with
recent experimental results.7 We also examined local confor-
mational fluctuations of the peptide including backbone and side
chain and solvent molecules via classical MD simulations. The
peptide-solvent hydrogen bonding is examined from the radial
distribution functions for selective locations on the hairpin. We
then obtain instantaneous local mode frequencies using the two
maps and compare them with a simple local mode picture.7 The
zero-order13C shift of the amide-I mode is evaluated by using
ab initio DFT calculations.

Experimental Section

A description of the sample and its FTIR and 2D IR spectra
at 278 K in the 6µm frequency region have been reported in a
recent paper where all of the experimental details can be found.7

Briefly, the trpzip2 â-hairpin, having the sequence SWT-
WENGKWTWK and consisting of 12 residues but 13 amide
units was synthesized by AnaSpec (San Jose, CA). The 13th
amide unit is located on the side chain of the Asn6 residue.
Two peptide isotopomers, having13CdO on Trp2 (denoted as
L2) and13CdO on Gly7 (denoted as L7), were prepared along
with the unlabeled one (denoted as UL). The peptides were
dissolved in D2O at a concentration of approximately 10 mM
(pD ) 2.5). The 2D IR experiments were performed with IR
laser pulses having width of 74 fs. The time domain signalS(τ,
T ) 0, t) is obtained from a discrete inverse Fourier transform
of the raw data in the frequency domain.36 A double Fourier
transform along the coherence timeτ and the detection timet
axes generates the rephasingSR(-ωτ, ωt) and non-rephasing
SNR(ωτ, ωt) spectra, and their sum yields the 2D IR correlation
spectrumS(ωτ, ωt) shown in the figures. The 2D IR correlation
spectra reported here correspond to the〈zzzz〉 tensor element of
the third-order nonlinear response.37

Theoretical Description

Molecular Dynamics Simulations.The MD simulations of
trpzip2 in explicit solvent water have been carried out using
the NAMD2.5 package.38 The initial structure of trpzip2 was
chosen as the first of the 20 reported NMR structures.35 The
system includes 3369 explicit water molecules of TIP3P type.
It also includes two chloride ions to keep the entire system
neutral. The cubic solvent box is 48× 48× 48 Å in dimension.
The CHARMM27 force field39 was used to compute all
interactions. The cutoff of 12 Å was used for the nonbonded
interactions. The long-range electrostatic interaction was evalu-
ated via the Ewald sum approach.40 The system was first energy
minimized at 0 K, followed by a slow heating procedure (1 fs
step for 20 ps). The system was then equilibrated at 278 K for
1 ns at a time step of 2 fs. The data were taken at constant
number-pressure-temperature condition at a time step of 2 fs
for 1 ns. The total number of snapshots is 5× 105, in which
500 evenly distributed snap shots were used to compute the
one-dimensional (1D) and 2D IR spectra of the trpzip213C
isotopomers.
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Spectral Simulations.The computational package Spectron
was used to calculate the 1D IR and 2D IR spectral signals.
The protocol has been described recently.41 Here, we give a
brief description. We start with the vibrational exciton Hamil-
tonian:

where

is the system Hamiltonian andĤF is the interaction with the
optical field,E(t):

and B̂m
+ (B̂m) is the Boson creation (annihilation) operator for

the mth amide-I mode, with frequencyεm, anharmonicity∆m,
and transition dipole momentµm. Jmn is the harmonic inter-
mode couplings. All parameters ofĤS fluctuate because of
conformational changes of backbone, side-chain, and solvent
dynamics.

The frequency of modem subjected to by a time dependent
electric field is given byεm(E) ) ε - δεm(E). ε ) 1717 cm-1

is the frequency of an isolated NMA in the gas phase.31

The vibrational frequency shiftδεm(E) and the anharmonicity
∆m(E) can be obtained from an ab initio map which relates the
electric field to the fundamental and overtone frequencies of
the amide-I mode. Recently developed ab initio maps28-31,33,34

of amide-I mode frequency can be separated into two kinds by
their strategies: (I) quantum chemistry computation is carried
out for an ensemble of NMA-solvent molecule clusters to
obtain the frequencies while the electric fields at certain points
of an NMA molecule (for instance C, O, N, or H atoms) are
calculated for each cluster using a point charge model for the
solvent molecules. Then a least-square fitting procedure is used
to obtain a general analytical relation between the NMA
frequency and the electric field. (II) The quantum chemistry
computation is carried out directly for a NMA molecule in
different electric fields. The electric field can be incorporated
by adding an analytical term in the energy calculation (Mukamel
model)31 or by surrounding NMA with a certain distribution of
point charges (Knoester model).33 Finally, a general relation
between the NMA frequency and the electric field can be
derived in a way similar to strategy I.

We use two different electrostatic interaction maps for the
evaluation of local mode frequencies in the 1D and 2D IR
spectra simulation of trpzip2: the map by Cho and co-workers,28

which is an electrostatic potential map we refer to as the HKLC
map; and the map by Mukamel and co-workers,31 which is an
electrostatic field map, referred to as HZM. Figure 1 is an
illustration showing how the potential and field models work
for a given peptide. The peptide main chain, side chain, and
solvent molecules have been taken into account in calculating
the amide-I mode frequency shift on the basis of electrostatic
interactions. Basically, the local potential or field is calculated
for each of the amide units in trpzip2, at several reference points.
For example, a single reference point is chosen to be at the
midpoint of the CdO bond in the field map, but four reference
points are chosen to be at C, O, N, and H atoms in the potential
model. The calculated electrostatic contributions from the
backbone, side chain, and solvent of the solvated peptide system

significantly shift a local mode frequency from the gas (NMA)
to the solution by about 60-90 cm-1. In order to roughly fit
experimental linear IR and 2D IR, we setε ) 1717 cm-1 and
ε ) 1728 cm-1 for the HKLC and HZM maps, respectively.
By using MD trajectories, the calculated frequency fluctuation
is instantaneous, and the calculated solution-phase local mode
frequency can be used either to compute the 1D and 2D spectra
or to characterize the time behavior of the local amide-I modes.
The 13C shift of the amide-I mode is taken to be 44 cm-1 in
both 1D and 2D IR spectral simulation. In the simulation, a
half width at half-maximum due to the lifetime broadening was
chosen as 8 cm-1.12 By using Spectron, the so-called rephasing
spectra and nonrephasing spectra were computed using the sum-
over-states approach.38 The correlation (or absorptive) spectra
were the summation of equally weighted rephasing and non-
rephasing spectra.

Vibrational Couplings. The couplings of different amide
modes were assumed to depend solely on the peptide backbone
structure. For nearest covalently bonded modes, we used an
available ab initio map.42 However, there are other ab initio
maps36,43,44that are more accurate which will be incorporated
into the simulation package in the future. The couplings can be
evaluated conveniently by using an electrostatic transition dipole
coupling (TDC) scheme, proposed by Krimm and his co-
workers,25,45by an electrostatic transition charge coupling with
charge fluxes,43,46 or by a transition charge density derivative
distribution approach proposed recently.47 For two nearby amide
units, the transition charge-based approaches have advantages
over the TDC because the dipole approximation is inaccurate
in this case. However, as the inter-amide distance increases, all
of the approaches tend to give the same answer. In our
simulation, all the non-nearest neighbor couplings were calcu-
lated using the TDC approach, which is currently available in
the Spectron code. The TDC is computed by using the following
formula:

whereµm is the transition dipole in D Å-1 u-1/2 units,rmn is the
distance between dipoles (in angstroms),emn is the unit vector
connectingmth andnth vibrator, andε ) 1 is the dielectric
constant. The angle between the transition dipole and the CdO
bond is chosen as 10°. This angle has been used as an adjustable
parameter in transition dipole coupling models.10 We found that

H ) ĤS + ĤF

ĤS ) ∑
m

εmB̂m
+ B̂m + ∑

m

m*n

JmnB̂m
+ B̂n -

1

2
∑
m

∆mBm
+ B̂m

+ B̂mB̂m

ĤF ) -E(t)‚∑
m

µm(B̂m
+ + B̂m) Figure 1. Illustration of the peptide unit (NMA) whose field maps

are used to compute the electrostatic field at different sites (visualized
in the figure for Trp4) of the tryptophan zipper-2 peptide.

Jmn ) 0.1A
ε

(µm‚µn) - 3(µm‚emn)(µn‚emn)

rmn
3
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10° reproduces best the observed FTIR shapes, but the results
of the paper are not changed by choosing the angle within the
generally accepted range from 10 to 20°. The conversion factor
A ) 848619/1650 gives the coupling energy in cm-1.

Ab Initio Calculations of the 13C Shift of the Amide-I
Mode. Since the electrostatic contributions to isotopical bands
are being compared, it is necessary to know the isotope shifts.
Ab initio DFT calculations have been used to evaluate the13C
isotope effect on the amide-I mode frequency in a model
â-hairpin by using the Gaussian03 program.48 A six unit model
hairpin with a type I′ turn was constructed as Ac-GlyAsnGlyGly-
NMe in the conformation of the first solution structure (PDB
code 1LE1 in the protein data bank49) determined by NMR.35

The normal-mode frequency calculation was performed at the
level of B3LYP/6-31+G*, after partial geometry optimization
with fixed dihedral angles. Local mode frequencies were
obtained by the wave function demixing of the harmonic normal
modes.43 The13CdO was placed on the first or fifth amide unit
of the model peptide to mimic the situation of L2 or L7 of the
trpzip2. The zero-order isotope shift was estimated as a
difference between the local mode frequency with and that
without 13C substitution.

Results and Discussion
1D IR and 2D IR Results: Experimental and Simulation.

Figure 2 shows experimental linear IR spectra of trpzip213C
isotopomers in the amide-I region in panel A.7 The linear IR
shows two main transitions: the low frequency, stronger

transition peaked at∼1640 cm-1 is presumably due to the
across-chain in-phase and along-chain out-of-phase of the Cd
O motions, whereas the high frequency, weaker transition
peaked at∼1675 cm-1 is mainly due to the across-chain out-
of-phase and along-chain in-phase CdO motions. Two isoto-
pomers show different13C effects: the13C-shifted band is∼10
cm-1 lower in L7 than in L2 (1590 vs 1600 cm-1). The
simulated spectra using the HKLC model and the HZM model
are shown in panels B and C, respectively. Although the high-
frequency component is slightly stronger in the field model,
two models generally reproduce the main spectral feature of
the unlabeledâ-hairpin. In addition, both the potential model
and the field model predict a small difference in the observed
13C shifts in L2 and L7, and the difference is slightly larger in
the field model than in the potential model.

Figure 3 shows experimental 2D IR spectra of the trpzip2
13C isotopomers in panels A-C. For the spectrum in panel A,
the diagonal signals in red color are due to 0-1 transitions,
and those in blue are due to 1-2 transitions. Two main 0-1
transitions have their peak maxima in agreement with those of
FTIR, as can be seen when a projection of the 2D spectrum is
made onto the|ωt| axis. The off-diagonal cross-peaks appear
because of pairwise vibrational couplings among local amide-I
modes.7 The spectral features, including the diagonal and off-
diagonal peaks, change upon13C labeling as shown in panels
B and C. The simulated spectra using the HKLC potential model
are shown in panels D-F, and the results using the HZM field
model are given in panels G-I. The 2D IR characteristics of
the UL, L2, and L7 are reasonably computed in using both
models.

Local Solvation of the â Hairpin. To examine the local
solvation of the â hairpin, we use MD simulations. MD
simulations with explicit solvent molecules allow us to examine
the distribution of water molecules surrounding the peptide.
Here, we focus on two sites, namely, site 2 and site 7. Figure
4 shows two fragments of theâ hairpin which emphasize the
amide unit of either site 2 or site 7. The snap shot is taken at
20 ps. Water molecules within 3.5 Å from the O atom of the
carbonyl group are shown along with amide units and peptide
backbone structures. However, bulky side chains were removed
to simplify the picture. Both of the CdO groups are solvent
faced and are not intervolved in internal hydrogen bonding.
However, they are located at two different regions of the hairpin
peptide: site 2 is near the end of the strand, whereas site 7 is
near the type-I′ turn region. It is shown that, in each site, there
are two nearby water molecules. In the case of site 2, one
hydrogen bond is formed between the peptide CdO and a
solvent water molecule in the snap shot of Figure 4. Site 2 is a
tryptophan residue having a bulky hydrophobic side chain. At
the same time, two solvent-water hydrogen bonds are formed
at site 7, which is glycine and has the least bulky side chain.
The shortest O-H distances are also somewhat shorter in the
case of site 7, indicating a slightly stronger H bond formed
between glycine CdO and solvent water molecules. Although
both of the backbone CdO groups face the solvent, the number
of hydrogen bonds formed between the CdO and the solvent
water molecules are often different. This difference can be
attributed to the steric effect of the side chain and also to the
peptide secondary structure. This snap shot is typical of the
average results from the radial distribution discussed below.

Figure 5 shows the radial distribution functiong(r) of the
hydrogen atoms of water and the amide oxygen atom of site 2
(dashed line) and site 7 (solid line). It is evident from the figure
that the externally hydrogen-bonded O-H distances are com-

Figure 2. Experimental linear IR (A) and simulated IR spectra of
trpzip213C isotopomers using the HKLC electrostatic potential model
(B) and the HZM electrostatic field model (C). Solid lines, UL; dashed
lines, L2; dotted lines, L7.
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parable in both cases (ca. 1.8 Å). However, the average number
of hydrogen-bonded solvent H atoms is close to 1.5 in site 7,
indicating a hydrophilic environment in the vicinity of the amide
CdO group that is located in the turn region. The number drops
to 1 for the case of site 2, which is consistent with the fact that
the environment of site 2 is somewhat hydrophobic near the

end of the peptide chain where there are two tryptophan residues
on each side of the hairpin. In addition, the peaks are narrower,
the valleys have smallerr values, and theg(r) function has lower
values at longer distances in the case of site 2, suggesting a
thinner water layer and fewer water molecules asr increases.
This further supports the argument that indeed the hydration

Figure 3. Experimental 2D IR and simulated IR spectra of trpzip213C isotopomers. (A-C) experimental results; (D-F) simulated results using
the HKLC model; (G-I) simulated results using the HZM model. A, D, and G are unlabeled; B, E, and H are L2, and C, F, and I are L7.

Figure 4. Trpzip2 â-hairpin configuration fragment with nearby water molecules. (A) Site 2. (B) Site 7. The snap shot is taken at 20 ps. Bulky
side chains were removed to more clearly reveal the carbonyl/water configurations.

5934 J. Phys. Chem. B, Vol. 112, No. 19, 2008 Wang et al.



state of the amide unit at site 2 is influenced by its hydrophobic
environment.

Amide-I Local Mode Frequency Distributions of the â
Hairpin. In principle, the local mode frequencies can be
obtained by the ab initio computations-based wave function
demixing approach as described earlier.43 In the present study,
the local mode frequency distributions were obtained for all 13
amide-I local modes. Figure 6 shows the results for site 2 and
site 7. The statistics were obtained for 1 ns MD simulations
with a step of 2 fs. The results using the HKLC map are given
in panel A, and those of the HZM map are given in panel B.
The two panels compare the local mode distribution of site 2
(solid curve) with that of site 7 (dashed curve). The peak location
for site 7 is at a significantly lowered frequency than that of
site 2. The mean frequencies of site 2 and site 7 show a greater
than 3 cm-1 difference in Figure 6A for the potential map and
a greater than 6 cm-1 difference in Figure 6B for the field map.
These results suggest that electrostatic interactions including
backbone, side chain, and solvent molecules lead to a lower
local mode frequency for site 7 than site 2. Further analysis
showed that the contribution from solvent interactions dominates
this frequency shift (data not shown). Although the vibrational
excited states are excitonic in nature, the local mode properties
are very useful especially when a heavy atom isotope is
introduced into the vibrator to lower its frequency. The results
verify that one can use the isotopically labeled 2D IR spectra
to examine the local mode characteristics. By examining the
characteristics of the 2D spectra of L7 compared with that of
L2, the local environment of specific peptide backbone sections

could be evaluated experimentally. These characteristics include
peak shape, intensity, orientation, and aspect ratio as was pointed
out earlier.7 Spectral simulations using the two maps that are
electrostatic interaction in nature reproduce the main feature of
both linear IR and 2D IR spectra, including the isotopic labeling
induced spectral regions in L2 and L7 (see Figure 2), suggesting
that it is reasonable to conclude that isotopically shifted bands
are very sensitive to the environmental electrostatic interactions.
In other words, when the solvent interaction dominates, the 2D
IR technique could be used to characterize peptide-solvent
electrostatic interactions at the residue level or serve as
spectroscopic sensors of the peptide environment in water.

These arguments are further supported by the observation that
the solvent inhomogeneity can be characterized from the local
mode frequency distributions. For example, the frequency
distribution is less symmetric for the amide-I mode in site 2
than that in site 7 (see Figure 6), suggesting that the frequency
is likely to be more inhomogeneously distributed in site 2 as a
result of solvent interactions. This is also supported by the radial
distribution functions shown in Figure 5. The solvent density
differs in sites 2 and 7 so different electric potentials and field
strengths act at the two sites. In addition, the potential model
predicts a less symmetric mean frequency distribution for the
amide-I units on the twoâ-hairpin strands: the mean frequencies
are somewhat lower for units 11 and 13 than those of units
1-3. However, a more or less symmetric frequency distribution
for the two strands is maintained through out the entire 13 amide
units for the field model (Figure 7, panel B).

In a recent study of the 1D and 2D IR spectra of trpzip2
using traditional exciton theory and incorporating empirical
frequency shifts, the local mode or zero-order frequencies were
systematically varied to generate a reasonable agreement with
the experimental band locations.7 The results of this exercise
are compared with the present computations in Figure 7, and
they are quite similar, particularly in the turn region (amide
unit 5-8). For example, the local frequency of site 5 is predicted
by the two maps to be similar to that of site 7, which is also in
agreement with the empirical modeling.

Comparison of Figure 2B,C shows that the HKLC model
computation provides evidence of a smaller apparent exciton
splitting. Figure 6 shows that HKLC contains more diagonal
disorder which, although it leads to linear spectral widths that
are very similar to those of HZM, the peptide secondary

Figure 5. Radial distributions of the hydrogen atoms in solvent water
molecules and the oxygen atom in the amide unit at site 2 (dashed
line) and site 7 (solid line).

Figure 6. Local mode frequency distribution for site 2 (solid curves)
and site 7 (dotted curves) by using the HKLC model (A) and HZM
model (B). With respect to the peak maximum of site 2, that of site 7
is 3 cm-1 blue-shifted in A and 6 cm-1 blue-shifted in B.

Figure 7. Calculated mean local mode frequency at each site using
the HKLC model (panel A, solid curves) or the HZM model (panel B,
solid curves), in comparison with an empirical search discussed in the
text (dashed curves with down triangles in both panels).
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structure marker is smeared out as normally occurs with excitons
in more disordered media.

13C Shift of the Amide-I Modes. Since the simulated spectra
using both maps do not fully reproduce the observed spectral
shifts of L2 and L7, it was decided to examine the possible
variations in the13C-isotopic shift that are expected because
the force fields are different. A significant question is whether
the 13C-isotopic shifts vary significantly for different amide-I
modes corresponding to different residues in a polypeptide chain.
Ab initio DFT computations were used to evaluate the normal
mode and local mode frequencies of a pentapeptide, Ac-
GlyAsnGlyGly-NMe in a structure identical to the NMR
solution structure of trpzip2 from residue 4 to 8. A13C label
was placed either at the first or at the fifth amide unit to mimic
the case of L2 or L7 of trpzip2. The normal-mode frequencies
given in Figure 8A were first computed. The local mode
frequencies of the peptide are shown in Figure 8B. The case
when the13C label is on the first amide unit is shown as solid
curves, whereas that on the fifth amide unit is shown as dashed
curves. The difference between the two curves in panel B gives
the13C shifts. It is found that the13C shift is 42.7 cm-1 for site
1 and 43.7 cm-1 for site 5, suggesting that the13C shift is
essentially the same for these two sites in a hairpin conformation.
We also calculated the isotopic shifts at other sites, for example,
site 6, and the result is within 1 cm-1 of these two values. The
calculations were also performed at the HF/6-31+G* level of
theory yielding a13C shift of approximately 46.1 cm-1 at all
sites. These results indicate that the calculated13C shift of∼44
cm-1 in a local amide-I mode picture is more or less independent
of the peptide conformation for these force fields. The value is
very close to the one used in our earlier 2D IR spectral
simulations.50 The effects caused by13C in natural abundance
are omitted from consideration in this work, although they are
well-known in the spectra of proteins and large peptides. The
heterogeneity of the site environments and their couplings causes
the peak from naturally abundant13C molecules to be diffuse

and contribute less at each frequency than the 13% abundance
of labeled molecules would suggest.

Electrostatic Interaction Pictures. Figure 9 shows the
electrostatic potential and field components for site 2 and site
7 amide units for a specific snapshot of a 1 nsall-atom MD
trajectory. The potential and fields are in atomic units. The origin
was assumed to be the midpoint of the CdO bond in these
panels. The electrostatic force fields are found to be significantly
different for site 2 (left panels) and site 7 (right panels). By
comparing panel A and E, it is observed that the strength of
the potential ranges from-0.05 to+0.1 for site 2 but from 0
to +0.1 for site 7; therefore, on average, the potential felt by
the amide-I mode is generally stronger for the latter site. For
the electrostatic field components, it is found that theEy

component is similar for site 2 and site 7; however, theEx and
Ez components are both larger for site 7, indicating a stronger
field in the neighborhood of site 7. These potentials or fields at
the reference point(s) are the driving forces of the resultant local
amide-I mode frequency difference between these two amide
units. These results illustrate what have turned out to be large
influences on the frequencies, the frequency dynamics, and line-
shapes of the local vibrational modes and hence strongly predict
that infrared spectroscopy of all types should reveal the site
dependent solvent-solute electrostatic interactions in condensed
phases. These effects apparently dominate the variations in
amide vibrational modes arising from chemical differences
between residues and small variations in backbone structure.

Conclusion
Two types of electrostatic maps have been used to calculate

the Hamiltonians of the trpzip2 system: the HKLC28 map based

Figure 8. Calculated normal mode and local mode frequencies of a
penta-peptide Ac-GlyAsnGlyGly-NMe in the conformation of the
â-hairpin with13C labeled at first (circle, solid line) or fifth (star, dashed
line) amide unit: (A) normal-mode frequencies; (B) local mode
frequencies. The resultant13C shift is 42.7 cm-1 for site 1 and 43.7
cm-1 for site 5. Figure 9. Electrostatic potential and electrostatic field components in

atomic units due to peptide backbone, side chain and solvent, calculated
for site 2 amide unit (left panels) and site 7 amide unit (right panels).
The data are from a snap shot at 20 ps of a 1 nstrajectory. The origin
was set to the midpoint of the CdO bond. (A and E) Potentials. (B
and F) Ex component. (C and G)Ey component. (D and H)Ez

component.
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on the electric potential and the HZM31 map based on the electric
field. According to comparisons with the experiments, both maps
can capture the main experimental FTIR and 2D IR features.
Isotope labeling of a residue at theâ strand and turn segments
generate bands with different frequencies, consistent with what
is experimentally observed. Both maps are unsuccessful in fully
reproducing the accurate peak positions and splitting of site 2
and site 7 isotope bands. This result suggests a possible new
benchmark for future improvement of the electrostatic maps.
Single 13C or 13Cd18O isotopic substitutions are proposed as
probes of the electrostatic field heterogeneity experienced by
different residues on a peptide chain for proteins and peptides
in condensed phases. Although not reported here, the same
isotope replacement approaches are expected to reveal the
fluctuations in the electric fields at different sites directly from
measurements of the spectral diffusion by 2D IR.
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