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Abstract Coherent nonlinear optical signals are commonly calculated

using a semiclassical approach that assumes a quantum

system interacting with classical fields. Compact expressions

for the signals are then derived in terms of nonlinear

susceptibilities. We present an alternative approach based on

a quantum description of bothmatter and field. The signals are

further recast in termsof transition amplitudes,whichprovide a

clearer picture for the underlyingmolecular processes andmay

be intuitively represented by closed-time-path-loop diagrams.

Unlike the semiclassical approach that treats the signal mode

macroscopically using Maxwell’s equations, the present

formalism allows for a fully microscopic calculation of the

entire process. For example, nþ 1 wave mixing appears as

a concerted nþ 1 photon event and all nþ 1 field modes

(including the signal) are treated on the same footing.

Resonant contributions to nonlinear optical signals that carry

usefulmolecule-specific information are recast as themodulus

square of transition amplitudes and are clearly separated from

the parametric background. Purely dissipative signals that can

bemeasuredusinga collinear beamgeometry andmanipulated

by pulse shaping techniques are proposed. The approach is

demonstrated by applications to the stimulated Raman and

the two-photon absorption components of pump-probe, and
to coherent anti-Stokes Raman spectroscopy.

1. INTRODUCTION

Nonlinear spectroscopy provides detailed information on molecular struc-
ture and dynamical processes through specific electronic or vibrational
resonances. Spectroscopic techniques may be broadly classified as fre-
quency- or time-domain type and are conveniently and systematically
analyzed order by order in the incoming fields. In the semiclassical (quan-
tum matter coupled to classical fields) description of an nþ 1 wave mixing
process, the system is subjected to n incoming pulses that generate an n’th
order polarization P(n) (Mukamel, 1995; Scully & Zubairy, 1997; Shen, 2002)
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P ðn Þ ðtÞ ¼
Z1

0

dt1 � � �
Z1

0

dtnS
ðn Þ ðtn; . . . ; t1ÞEðt� tnÞ � � �Eðt� tn � � � � t1Þ: ð1Þ

This can be alternatively recast in the frequency domain

P ðn Þ ð!Þ ¼
Z

d!1 � � �
Z

d!n�
ðn Þ ð�!;!1; . . . ; !nÞEð!1Þ � � �Eð!nÞ; ð2Þ

where Eð!Þ ¼ R dtEðtÞei!t. The response functions S(n) or their frequency
domain counterparts, the susceptibilities�(n), contain all thematerial informa-
tion necessary for calculating and analyzing n’th order processes. The signal
field is calculated by substituting P(n) as a source in Maxwell’s equations.

The homodyne detected signal is quadratic in the polarization

S
ðnÞ
HOM �

Z
P ðn Þ ðtÞ�� ��2dt; ð3Þ

while heterodyne signals (Figure 1) depend linearly on the polarization
and provide both its amplitude and its phase (Mukamel, 1995)

S
ðnÞ
HET �

Z
JEðtÞP ðn Þ ðtÞdt: ð4Þ

[For the precise expression see Equation (21).]
One problem with the molecular-level interpretation of optical signals

is that the polarization (like any other quantum observable) is determined
by interactions occurring on both the bra and the ket of the matrix
elements of the dipole operator �

P ðn ÞðtÞ ¼
Xn
m¼0

h ðm Þ ðtÞj�̂j ðn�m Þ ðtÞi: ð5Þ

Here  ðn Þ ðtÞi�� is the wave function calculated to n’th order in the
field-matter interaction Hint [Equation (13)]. The susceptibilities depend
on various Liouville space pathways which count the various orders in
Equation (5) as well as the relative time ordering of the interactions.
Different pathways interfere, and this interference complicates the simple
intuitive interpretation of signals.

In an alternative approach, some optical signals are traditionally inter-
preted in terms of transition amplitudes rather than susceptibilities. The
description of four-wave mixing signal from an ensemble of two-level
atoms in terms of transition amplitudes was discussed by Dubetsky and
Berman (1993). A notable example is the Kramers-Heisenberg formula for
spontaneous light emission (Cohen-Tannoudji et al., 1997) where a photon
!1 is absorbed and !2 is emitted
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Sð!1; !2Þ ¼
X
a;c

PðaÞjE1j2 ~Tca

�� ��2�ð!1 � !2 � !caÞ: ð6Þ

Here

~Tca ¼
X
b

�cb�ba
!1 � !ba þ i�

; ð7Þ

is the transition amplitude and P(a) the equilibrium population of state a.
[Two-photon absorption is also given by Equation (6), by replacing !1 � !2
with !1þ!2.] There is no ambiguity as to what is going on in the molecule
in this formulation. The signal is given by themodulus square of a transition
amplitude ~Tca from the initial ðjaiÞ to the final ðjciÞ state. That transition
amplitude is in turn given by the sum over all possible quantum pathways
whichmay contain interferences. The interference of single- and two-photon
pathways in photoelectron detection (Figure 2) was pointed out by Glauber
(2007). In this case the transition amplitude has the form

~Tca ¼ �caEð2!Þ þ
�cb�ba

!� !ba þ i�
E2ð!Þ: ð8Þ

This interference may be controlled by varying the relative phase of the two
fields E(!) and E(2!). A simpler interference between one and two photon
processes was used to control the photocurrents in semiconductors by
varying the relative phase of the two beams (Hach�e et al., 1997).

In this review we address the following question: under what condi-
tions is it possible to represent heterodyne detected nonlinear optical

Sample

Detector

Time
k4

k4

k3

k3

k2

k2

k1

k1

t1 t2 t3

Figure 1 Schematic depiction of a heterodyne detected four-wave mixing process.
The signal is generated in the direction k4 = –k1 – k2 – k3. Here the incoming k4 beam
passes through the sample and stimulates the signal. In ordinary heterodyne detection
the beam mixes only with the signal and does not pass through the sample. The two
configurations yield identical signals to the first order in the k4 beam amplitude
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signals in terms of transition amplitudes rather than susceptibilities?
Apart from the obvious advantage for the interpretation, amplitudes
are simpler to calculate, since they are lower order and contain fewer
terms than susceptibilities. The results presented here have been devel-
oped in a series of articles (Marx et al., 2008; Rahav & Mukamel, 2010;
Rahav et al., 2009; Roslyak et al., 2009). Here we provide an overview and
discuss possible generalizations.

By using a quantum description of the field we show that examina-
tion of the relevant processes from the viewpoint of the material natu-
rally leads to a description in terms of transition amplitudes rather than
susceptibilities. Once the optical signals have been recast in terms of
these transition amplitudes, the material processes involved become
evident. We further show that nonlinear signals generally contain two
types of contributions: resonant dissipative processes where the matter
participates actively and changes its state at the end, and parametric
processes where the matter only serves as a passive “catalyst” for
exchange of energy among field modes and it returns to its initial state
at the end of the process. Only the former, which are most interesting
for spectroscopic applications, can be generally recast in a generalized
Kramers-Heisenberg form, whereas the latter merely provide an off-
resonant background. Intuitive closed-time-path-loop (CTPL) diagrams
will be introduced and used to dissect the signal into the two compo-
nents. We further discuss signals that eliminate the parametric process
and solely provide the desired resonant contributions. These ideas will
be illustrated by applications to pump-probe spectroscopy and to
coherent anti-Stokes Raman spectroscopy (CARS).

The structure of this review is as follows. Sections 2-4 contain the
necessary background material for the fully quantum calculation and

2ωω

ω

a

b

c

Figure 2 The transition pathways of Equation (8). A direct transition where a single 2w
photon is absorbed interferes with the absorption of two w photon
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analysis of optical signals. In Section 2 we present a quantum field
approach for the calculation of heterodyne detected signals. Here all nþ 1
active field modes are considered on the same footing. In Section 3 we
examine optical processes from the viewpoint of the material degrees of
freedom and introduce the transition amplitudes which represent the
material processes. CTPL diagrams provide a convenient bookkeeping
tool for nonlinear optical signals. These are introduced in Section 4.

In Sections 5-8 we calculate the optical signals and dissect them into
various contributions from material processes. Pump-probe (two-photon
absorption and stimulated Raman) signals are presented in Sections 5
and 6, whereas CARS signals are described in Sections 7 and 8. Using the
results of Section 8 we show in Section 9 that the resonant part of the
CARS signal can be interpreted as originating from double-slit interfer-
ence. In Section 10 we show that the purely dissipative signals, defined in
Section 3.1, can be used to distinguish between different resonant transi-
tions in matter. We conclude in Section 11 with some remarks on the
generality of the present approach.

2. QUANTUM-FIELD DESCRIPTION OF HETERODYNE
SIGNALS

Traditionally, nonlinear optical signals are calculated in a semiclassical
framework whereby a classical field interacts with quantum matter
(Mukamel, 1995; Scully & Zubairy, 1997; Shen, 2002). This assigns differ-
ent roles to the n fields interacting with the system and to the (nþ 1)’th
“local oscillator” field used for heterodyne detection. In the following we
present a fully quantum description of both matter and field. In this
approach, which can describe both spontaneous and stimulated pro-
cesses, the system is allowed to interact with the “local oscillator,” and
the signal measures the change of the number of photons in the detected
modes. nþ 1 wave mixing naturally appears as a single event involving
all nþ 1 field modes which are treated on an equal footing.

Amolecule interactingwithanoptical field isdescribedby theHamiltonian

Ĥ ¼ Ĥ0 þ ĤF þ Ĥint; ð9Þ
where Ĥ0 represents the free molecule, and

ĤF ¼
X
s

�h!sâ
†
s â s; ð10Þ

is the Hamiltonian of the field degrees of freedom. The optical electric
field operator is

Êðr; tÞ ¼ Êðr; tÞ þ Ê†ðr; tÞ; ð11Þ

228 Shaul Mukamel and Saar Rahav



with the positive-frequency component

Ê ðr; tÞ ¼
X
s

2p�h!s

W

� �1 =2

â s e
iks� r� i!st: ð12Þ

The quantities â†s ðâ sÞ are boson creation (annihilation) operators, W is the
quantization volume, and cgs units are used.

The molecule-field interaction in the rotating wave approximation
(RWA), which neglects off-resonant terms, is given by

Ĥ intðtÞ ¼ Êðr; tÞV̂† þ Ê†ðr; tÞV̂ ; ð13Þ

where V̂ ¼ �a�b> a�abjaihbj is the part of the dipole operator describing
transitions down in energy.

The entire moleculeþfield system is represented by the density matrix
�̂ðtÞ. We denote expectation values with respect to this density matrix by
(� � �)�. Using perturbation theory these will be expanded in
terms of averages h� � �i over the initial non-interacting density matrix at
t!�1.

In a quantum description of time-domain optical signals where the
system interacts with the field only during finite pulses, the signal S is
defined as the net change of the photon number between the initial (i)
and final (f) states, that is

S �
Z

dt
d

dt
ðN̂ Þ� ¼ hN̂ if � hN̂ ii; ð14Þ

where

N̂ �
X
s

â†s â s; ð15Þ

and the sum runs over the detected modes.
Taking the frequency domain (FD) limit should be done with care,

since Equation (14) may turn out to be infinite. It is then natural to drop
the t integration in the definition of the signal and redefine it as the rate of
change in the number of photons,

S � d

dt
ðN̂ Þ� ð16Þ

We will use both definitions of the signal in the following. Equation
(16) is adequate for the pump-probe application studied in Section 5.
Equation (14) will be used in Section 7 for the CARS signal. The reasons
behind this will be discussed in the relevant sections.
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The time derivative in Equation (14) or (16) will be calculated using the
Heisenberg equations of motion and the Hamiltonian Equation (9)

d

dt
ðN̂ Þ� �

*
d

dt
N̂ H

+
¼
*X

s

i

�h
Ĥ intðtÞ; â†s;H âs ;H

h i+
; ð17Þ

The commutator is easily calculated, leading to

d

dt
ðN̂ Þ� ¼ �2

�h
Im Ê ðr; tÞV̂ †

� �
�

� �
: ð18Þ

The density operator at time t can be expressed starting with the initial
(t!�1) density operator whose matter and field degrees of freedom are
uncoupled, which is then propagated by the Hamiltonian Equation (9).
This propagation is most compactly described in terms of Liouville space
“left” and “right” superoperators (Harbola & Mukamel, 2008; Mukamel,
2003; Cohen & Mukamel, 2003) which provide a clean bookkeeping
device for all interactions. These are defined as

ÂL X̂ � Â X̂;

ÂRX̂ � X̂ Â : ð19Þ

Â LðÂRÞ corresponds to an Â appearing to the left (right) of X̂ in Hilbert
space. We further introduce linear combinations of L/R operations, which
will be referred to as þ/� operations

Â– � 1ffiffiffi
2

p ½Â L – Â R�: ð20Þ

Â L, ÂR, or equivalently Âþ, Â�, form complete sets of superoperators
which are connected by a unitary transformation.

Propagating �̂ðtÞ by solving the Liouville equation d�̂
dt ¼� i

�h Ĥ; �̂
h i

gives (Marx et al., 2008; Roslyak et al., 2009)

d

dt
ðN̂ Þ� ¼ �2

�h
=
*
T Ê Lðr; tÞV̂†

LðtÞexp
(
� i

�h

Zt

�1
d�

ffiffiffi
2

p
Hint� ð�Þ

)+#
:

2
4 ð21Þ

This together with Equation (14) or (16) provides an exact compact formal
expression for the signals. A key ingredient in Equation (21) is the time
ordering operator in Liouville space T which reorders superoperators so
that ones with earlier times appear to the right of those with later time
variables. Thanks to this operator we can use an ordinary exponent in
Equation (21) without worrying about time ordering.
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In the following we ignore spontaneous signals and focus solely on
stimulated processes. We assume that the field is initially in a coherent
state,

jYFi¼ exp ð�X
s

j�sj2Þexp
X
s

â†s�s

( )
j0i: ð22Þ

In Equation (22) �s is the eigenvalue of the photon annihilation operator
â s, â sjYFi¼�sjYFi, and j0i is the vacuum state of the field. The expecta-
tion value of the field is then

hYFjÊðr; tÞjYFi¼Eðr; tÞ þ c:c:; ð23Þ

where

Eðr; tÞ ¼
X
s

2p�h!s

W

� �1=2

eiks � r� i!st�s; ð24Þ

is the field amplitude at space-point r. Using Equation (22) the field
expectation values can be calculated by simply replacing Ê everywhere
with its classical expectation value E(r,t).

Equation (21) contains all orders in the fields and can serve as a
starting point for a perturbative calculation of specific signals. These are
generally given by products of correlation functions of field and matter
degrees of freedom. The different terms in the perturbative expansion of
Equation (21) represent the various possible optical signals. These are
conveniently described in terms of the loop diagrams which will be
presented in Section 4.

3. TRANSITION-AMPLITUDES AND THE OPTICAL
THEOREM FOR TIME-DOMAIN MEASUREMENTS

We wish to study optical signals from the viewpoint of the molecule,
rather than the field, with the ultimate goal of relating the signals to
material processes. This will be done in this section by recasting the
signals in terms of transition amplitudes which originate from the per-
turbation theory of the molecular wave functions.

We start by considering a time-domain setup where the molecule
interacts with a finite optical pulse. Namely, E(�) 6¼ 0 only for t0<�<t,
where t0 is an initial time and t a final time, see Figure 3. From the
material perspective, the quantity of interest is the probability to find
the system at a final state c given that it was initially in state a
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Pa! c ¼ hcðtÞjÛ ðt; t0Þjaðt0Þi
�� ��2; ð25Þ

where Û ðt; t0Þ ¼ exp þ � i
�h

R t

t0
d�H0

I ð�Þ
h i

is the time evolution operator in

the interaction picture with respect to H0,

H0
I ð�Þ ¼ U†

0ð�; t0ÞH0ð�ÞU0ð�; t0Þ:
U0 is the evolution operator of the non-interacting field and matter, while
jaðtÞi�U†

0ðt; t0Þjai. The time-ordered exponential is defined as

exp þ � i

�h

Z t

t0

d�H0
I ð�Þ


 �
¼

1þ
X1
n¼1

� i

�h

� �nZ t

t0

d�n

Z �n

t0

d�n�1 � � �
Z�2
t0

d�1H0
I ð�nÞH0

I ð�n�1Þ � � �H0
I ð�1Þ:

ð26Þ
Û satisfies the integral equation

Û ðt; t0Þ ¼ 1� i

�h

Zt

t0

d�H0
I ð�ÞÛ ð�; t0Þ; ð27Þ

which allows to recast its matrix elements in the form

hcðtÞjÛ ðt; t0Þjaðt0Þi¼ �cae
�

i

�h
"a ð t� t0 Þ � i

�h
e
�

i

�h
ð "ct� "at0 Þ

Tcað!caÞ; ð28Þ

with �h!ca ¼ "c � "a,

Tcað!Þ ¼
Z

dt ei!�Tcað�Þ; ð29Þ

t0

E(τ)

t
τ

Figure 3 A time-domain experiment where a molecule interacts with a pulse (or a
series of pulses) for a finite time, between an initial time, t0, and a final time t
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and

Tcað�Þ � hcð�ÞjH0
I ð�Þexpþ � i

�h

Z�

t0

d� 0H0
I ð� 0Þ

2
64

3
75jaðt0Þie

i

�h
"a ð� � t0 Þ ð30Þ

are the transition amplitudes.
Conservation of probability, or equivalently, unitarity of Û , implies

that
P

c Û ca

�� ��2 ¼ 1. Substitution of Equation (28) in this relation leads to
the optical theorem

JTaað!aa ¼ 0Þ ¼ � 1

2�h

X
c

jTcað!caÞj2; ð31Þ

where Taa is given by Equation (30) with c(�) replaced by a(�). The c
summation runs over all states including c=a. This is analogous but
different from the optical theorem of stationary (steady state) scattering
theory (Newton, 1982), since here we consider pulsed excitation and the T
matrix Equation (30) carries the full-time dependence of the fields.

Expanding Equation (31) in powers of the field gives

Tcað!caÞ ¼ �
Z

d!Eð!Þ~Tð1Þ
ca ð!Þ�ð!ca � !Þ

þ 1

2p�h

Z
d!1d!2Eð!1ÞEð!2Þ~T ð2Þ

ca ð!2; !1Þ�ð!ca � !1 � !2Þ

� 1

4p2�h2

Z
d!1d!2d!3Eð!1ÞEð!2ÞEð!3Þ

�~Tð3Þ
ca ð!3; !2; !1Þ�ð!ca � !1 � !2 � !3Þ þ � � � ð32Þ

where

~Tð1Þ
ca ð!1Þ � �ca; ð33Þ

~T ð2Þ
ca ð!2; !1Þ �

X
	

�c	�	a
!1 � !	a þ i�

; ð34Þ

~Tð3Þ
ca ð!3; !2; !1Þ �

X
	1;	2

�c	2�	2	1�	1a
ð!1 þ !2 � !	2a þ i�Þð!1 � !	1a þ i�Þ ð35Þ

and so forth.
The partial transition amplitudes ~T introduced above are defined as

follows: (i) each transition between states contributes a dipole operator �
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factor, (ii) propagation between transitions is given by a Green’s function
whose argument is the cumulative frequencies of field modes, minus the
transition frequency between the current and initial state. These quantities
can also be used in a frequency-domain setup.

As an example, a second-order transition from a to c through 	, which
involve absorption of !1 and then !2 would be described by

~Tð2Þ
ca ð!2; !1Þ ¼ �c	�	a

!1 � !	a þ i�
;

where � is a positive infinitesimal. Each transition amplitude describes a
partial contribution of a specific molecular process. The partial ampli-
tudes are multiplied by the field amplitudes and summed over to give
the full transition amplitude of the process, see Equation (32).

We shall denote quantities such as ~T
ð2Þ
ca ð!2; !1Þ, that do not include the

field amplitudes, as bare transition amplitudes as opposed to the dressed
(partial) transition amplitudes which include the fields as well. The two
are related by T

ð2Þ
ca ð!2; !1Þ ¼ E1E2

~T
ð2Þ
ca ð!2; !1Þ etc. We will mostly use bare

amplitudes in what follows. To distinguish these partial amplitudes from
the full transition amplitudes of Equation (30), they contain a superscript
that denotes their order in the field-matter interaction.

The optical theorem (31) can be represented diagrammatically. The
expansion Equation (32) of the transition amplitude is depicted schema-
tically in Figure 4. The summation in Figure 4 corresponds to that of
Equation (32), namely a sum over all intermediate states and all fre-
quency combinations which sum to ! (with negative signs for emission).
With the help of the diagrammatic representation of Tca(!), the optical
theorem (31) is depicted in Figure 5.

The rates of various material processes can be expressed using the
transition amplitudes. In a frequency-domain measurement the rate of a
k-photon process assumes the generalized Kramers-Heisenberg form

– 1

ω1

ω −ω1

c

a

ω

a

ω
c

+ Σ

a

c

 ......+
2π

Figure 4 Diagrammatic representation of the transition amplitude
Tca(w) [Equation (32)]
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Ra! c / TðkÞ
ca ð!1; . . . ; !kÞ

�� ��2� Xk
i¼1

!k � !ca

 !
:

This process makes the following contribution to an optical signal where
photon i is detected

Si � ARa! c:

Here A=þ1 if the photon !i is emitted, �1 if it is absorbed, and 0 if it is
neither absorbed or emitted. The generalization to processes where more
than one photon is emitted or absorbed is obvious.

The discussion in the previous section assumed that a single-field
pathway contributes to the molecular transition. When several pathways
are possible they must be added at the amplitude level (as in Figure 2)
and will interfere

DNa! c / Tðk1Þ
ca ð!1; . . . ; !k1Þ�

Xk1
i¼1

!i � !ca

 !�����

þTðk2Þ
ca ð!k1 þ1; . . . ; !k1þ k2Þ�

Xk1þk2

i¼k1þ1

!i � !ca

 !�����
2

:

By expanding the brackets we see that terms of the form

T
ðk1Þ
ca T

ðk2Þ�
ca þ c:c

h i
� �k1

i¼1!i � !ca

� �
� �k1þk2

i¼k1þ1!i � !ca

� �
can be interpreted as

an interference correction for the number of molecular transitions.1

A similar interpretation holds also for optical signals.
By recasting the optical signal in one of the above forms it can be

interpreted in terms of the underlying molecular transitions. This is

2ħ
1

ωca ωca

c
Σ

a

0

Im = −

a c

a a

c

Figure 5 Diagrammatic representation of Equation (31). The two strands on the right-
hand side correspond to the evolution of the ket and the bra, and are complex
conjugates of each other

1The appearance of factor of �2 once the bracket is squared reflects the fact that the diagonal terms are
naturally described in terms of the rate of a process, while non-diagonal terms are described in terms of
the overall number of transitions. We will clarify this for CARS signals in Section 9.
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straightforward for pump-probe processes but is less obvious for CARS,
due to the existence of parametric processes, which contribute to optical
signals but do not represent a molecular process since they eventually
leave the molecule at its initial state.

3.1 Purely Dissipative Signals

Optical signals generally include contributions from two types of processes:
resonant, where thematter makes a transition from one state to another, and
parametric,wherephotons are exchangedbetweendifferent fieldmodes, but
the molecule only serves as a “catalyst” and ultimately returns to its initial
state. The latter typically give a broad, featureless, background to optical
signals and the resonant signal from themolecule of interest may bemasked
by a much stronger parametric background from, for example, solvent
molecules (Kirkwood et al., 2000). Removing the parametric background is
of great interest for spectroscopic and imaging applications (Li et al., 2008;
Pestov et al., 2008; Potma et al., 2006). Based on our analysis, this can
generally be accomplished by measuring the total energy exchanged
between the field and matter. This dissipative signal requires detecting all the
fieldmodes as is given by��i!iSi, where Si is the signal in the ithmode and
may be easily calculated from the material perspective as

D ¼
Z

d!Dð!Þ; ð36Þ

Dð!Þ � �h�1
X
f g

PðgÞ!jTf gð!Þj2�ð!� !f gÞ: ð37Þ

D(!) is the energy gained by the material through transitions between
states separated by energy �h!. Note that ! can be any combination of
field frequencies.

D may be measured by subtracting the transmitted and incoming
pulse energies. Parametric processes do not affect the total field energy
and thus do not contribute to D. Obviously, D will be useful as a spectro-
scopic tool provided that specific resonances can be separated out by
varying pulse parameters. We will return to this point in Section 10.

4. CTPL REPRESENTATION OF OPTICAL SIGNALS

In the following sections we apply the transition amplitude approach to
calculate thepump-probe andCARS signals. These signals,which are fourth
order in the field, will be calculated diagrammatically by expanding Equa-
tion (21), assuming that the field is initially in a coherent state [Equation (22)].
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The contribution of each diagram could be read out following the rules
given below. The diagrams represent the expansion of the ordered expo-
nential in Equation (21). Note that only the imaginary part of the dia-
grams contributes to the signals.

There are several types of diagrams, which differ by the bookkeeping of
matter-field interactions. Time-domain measurements are commonly
represented by double-sided Feynman diagrams for the density matrix
(Mukamel, 1995, 2008). Only forward time evolution is required in that
case. These diagrams are read from bottom to top following the evolution
of both the ket and the bra in the physical time. They are well documented
and we will not repeat their description here. Suffice it to note that these
diagrams maintain full bookkeeping of the time ordering, namely that all
interactions are ordered in time, whether they are with the ket or with the
bra, this makes them particularly suitable for time-domainmeasurements.

The loop diagrams presented below, in contrast, are not read in real
(physical) time, but rather clockwise along the loop: time first runs forward
on the left branch (ket) and then backwards on the right branch (bra). The
interactions are ordered along the loop. Loop diagrams are therefore
partially ordered in real time. (Only interactions in each branch are time
ordered.) This turns out to be most convenient for frequency-domain
techniques, where no specific order of interactions is enforced by the
field envelopes. Fewer loopdiagrams are required since each loopdiagram
represents a sum of several double-sided Feynman diagramswhich reflect
all possible time orderings of interactions on the ket and bra following
(Marx et al., 2008). We now present the rules used to read these diagrams.
These will then be used to calculate the pump-probe [Equation (39)] and
the CARS [Equation (59)] signals. Hereafter we only use the FD rules but
for completeness we also give the rules in the time domain. Example of an
application of the time domain rules can be found in Marx et al. (2008).

4.1 Rules for the CTPL Diagrams in the Time Domain

TD1 The loop represents the density operator. Its left branch stands for
the ket, the right corresponds to the bra.

TD2 Each interaction with a field mode is represented by a wavy line on
eithertheright (R-superoperators)ortheleft (L-superoperators)branch.

TD3 The field is indicated by dressing the wavy lines with arrows, where
an arrow pointing to the right represents the field annihilation
operator E(r,t), which involves the term eiðkj�r�!jtÞ (see Equation
(12)). Conversely, an arrow pointing to the left corresponds
to the field creation operator E†(r,t), associated with a
e� iðkj�r�!jtÞ factor. This is made explicit by adding the wave
vectors +kj to the arrows.
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TD4 Within the RWA, each interaction with E(r,t) is accompanied by
applying the operator V†, which leads to excitation of the state
represented by the ket and de-excitation of the state represented by
the bra, respectively. Arrows pointing “inwards” (i.e., pointing to the
right on the ket and to the left on the bra) consequently cause
absorption of a photon by exciting the system, whereas arrows
pointing “outwards” (i.e., pointing to the left on the bra and to the
right on the ket) represent de-exciting the system by photon emission.

TD5 The interaction at the observation time t is always the last. As a
convention, it is chosen to occur from the left. This choice is
arbitrary and does not affect the result.

TD6 Interactions within each branch are time ordered, but interactions on
different branches are not. Each loop can be further decomposed
into several fully-time-ordered diagrams (double-sided Feynman
diagrams). These can be generated from the loop by simply
shifting the arrows along each branch, thus changing their position
relative to the interactions on the other branch. Each of these relative
positions then gives rise to a particular fully-time-ordered diagram.

TD7 The overall sign of the correlation function is given by (�1)NR, where
NR stands for the number of interactions from the right.

TD8 Diagrams representing (nþ1)-wave mixing acquire a common
prefactor in.

4.2 Rules for the CTPL Diagrams in the Frequency Domain

FD1 Time runs along the loop clockwise from bottom left to bottom
right.

FD2 Each interaction with a field mode is represented by a wavy line.
FD3 The field is indicated by dressing the wavy lines with arrows, where

an arrow pointing to the right represents the field annihilation
operator E(r,t), which involves the factor eiðks�r�!stÞ. Conversely,
an arrow pointing to the left corresponds to the field creation
operator E†(r,t), being associated with e� iðks�r�!stÞ. This is
made explicit by adding the wave vectors +ks to the arrows.

FD4 Within the RWA each interaction with E(r,t) is accompanied by
applying the operator V†, which leads to excitation of the material
system. Arrows pointing to the right cause absorption of a photon
by exciting the molecule, whereas arrows pointing to the left
represent de-exciting the system by photon emission.

FD5 The interaction at the observation time t is fixed to bewith the detected
mode and is always the last. It is chosen to occur on the left branch of
the loop. This choice is arbitrary and does not affect the result.

FD6 The loop translates into an alternating product of interactions (arrows)
and periods of free evolutions (vertical solid lines) along the loop.
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FD7 Since the loop time goes clockwise along the loop, periods of free
evolution on the left branch amount to propagating forward in real
time (iG(!)), whereas evolution on the right branch corresponds to
backward propagation (�iG†(!)).

FD8 The frequency arguments of the various propagators are
cumulative, i.e. they are given by the sum of all “earlier”
interactions along the loop. Additionally, the ground state
frequency !g is added to all arguments of the propagators.

FD9 A diagram representing nþ1 mixing caries the prefactor
inð�1NRÞ(NR is the number of interactions from the right).

5. THE PUMP-PROBE SIGNAL

Pump-probe is the simplest nonlinear technique: the system interactswith
two fields, a pump k1, and a probe k2 (which is detected). The signal is
defined as the difference in the probe transmitted intensity between mea-
surements where the pump is present or absent. This difference between
two large quantities amounts to “determining the weight of the captain by
weighting the ship with and without the captain”. It limits the sensitivity
compared to homodyne four-wave mixing signals. However, this techni-
que is simpler to implement and does not require phase control of the
pulses. Stimulated Raman spectroscopy (Alfano & Shapiro, 1971; Jones &
Stoicheff, 1964) carried out with a combination of broadband (femtose-
cond) and narrowband (picosecond) pulses is widely used for improving
the sensitivity of spontaneous Raman signals (Laimgruber et al., 2006;
Lakshmanna, 2009; Mallick et al., 2008; Wilson et al., 2009). This technique
has also been used for bioimaging applications (Min et al., 2009).

We shall calculate the frequency-domain pump-probe signal starting
from Equation (16). We assume that the field intensities are high enough
so that spontaneous emission can be safely neglected and all matter/field
interactions are stimulated. The derivation starts by using Equation (16)
and expanding the exponent in Equation (21) to third order,

SPP ¼ � 1

3�h4
Re
Z Z Zt

�1
d�1d�2d�3E2ðtÞ

�hT V̂†
LðtÞHint� ð�1ÞHint� ð�2ÞHint� ð�3Þi: ð38Þ

Only contributions proportional to jE1j2jE2j2 where two of the interactions
are with the probe, and two are with the pump, will be kept. For these
contributions the expectation value in Equation (38) turns out to be
independent of t. This is the reason for using Equation (16) to define the
signal. An additional integration over t would result in an infinite signal.
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We will consider the three-band model, as depicted in Figure 6. Within
the RWAwe neglect off-resonant contributions and only retain the resonant
ones where photon absorption is accompanied by a molecular-up transi-
tion and vice versa. This excellent approximation for resonant signals limits
the number of possible processes and simplifies the analysis. For instance,
it excludes emission from the ground state band, as well as three consecu-
tive absorptions. Substitution of Hint� in Equation (38) results in the eight
terms (Roslyak et al., 2009), which are depicted diagrammatically in
Figure 7. The frequency-domain signal (absorption of !2), which can be
read from the diagrams with the help of the rules in Section 4.2, is given by

SPP !2;!1ð Þ ¼ � 4

�h4
E1j j2 E2j j2

�Im hV̂Ĝ
†
!g þ !1

� 

V̂ Ĝ

†
!g þ !1 þ !2

� 

V̂

†
Ĝ !g þ !1

� 

V̂

†i
n

þhV̂ Ĝ
†
!g þ !2

� 

V̂ Ĝ

†
!g þ !1 þ !2

� 

V̂

†
Ĝ !g þ !1

� 

V̂

†i

þhV̂ Ĝ
†
!g þ !1

� 

V̂ Ĝ

†
!g þ !1 þ !2

� 

V̂

†
Ĝ

†
!g þ !2

� 

V̂

†i

þhV̂ Ĝ
†
!g þ !2

� 

V̂ Ĝ

†
!g þ !1 þ !2

� 

V̂

†
Ĝ

†
!g þ !2

� 

V̂

†i

þhV̂ Ĝ
†
!g þ !2

� 

V̂

†
Ĝ !g þ !1 � !1

� 

V̂ Ĝ !g þ !1
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V̂

†i

þhV̂ Ĝ
†
!g þ !1
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V̂

†
Ĝ

†
!g þ !2 � !2
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V̂ Ĝ

†
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†i

þhV̂ Ĝ
†
!g þ !2
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V̂

†
Ĝ

†
!g þ !2 � !1
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V̂ Ĝ

†
!g þ !2
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V̂

†i

�
D
V̂ Ĝ

†
!g þ !1

� 

V̂

†
Ĝ

†
!g þ !1 � !2

� 

V̂ Ĝ !g þ !1

� 

V̂

†
Eo
: ð39Þ
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μge

{ | g 〉}

{ | e 〉}

{ | f 〉}

Figure 6 The three-band (ladder) model system and transition dipoles used in the
derivation of Equation (39)
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Here Ĝð!Þ ¼ ð! � H0 þ i� Þ �1 is the retarded Green’s function and
Ĝ

†ð!Þ ¼ ð! � H0 � i� Þ �1 is the advanced Green’s function.
The terms in Equation (39) naturally separate into two groups

depending on the order of absorption and emission events along
the loop. The first four terms have two consecutive absorptions
followed by two emissions (VVV†V†), and the matter goes through
the doubly excited f band. These contributions will therefore be
termed two-photo absorption (TPA). Terms 5-8 have the form of
absorption, emission, absorption, emission (VV†VV†) and only involve
the g and e bands. These will be termed stimulated Raman scattering
(SRS).

Expanding Equation (39) in the eigenvalues results in the final expres-
sion for the pump-probe signal
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Figure 7 CTPL diagrams for the eight contributions to the pump-probe signal,
respectively [Equation (39)]
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SPPð!2;!1Þ ¼ STPAð!2;!1Þ þ SSRSð!1;!1Þ; ð40Þ
with the two photon absorption component

STPA !2;!1ð Þ ¼�4pN�h�4jE1j2jE2j2j�egj2j�f ej2J
X

g;g 0;e;f

� 1

!1 � !eg � i�
� 


!2 þ !1 � !f g � i�
� 


!1 � !eg þ i�
� 


(

þ 1

!2 � !eg � i�
� 


!2 þ !1 � !f g � i�
� 


!1 � !eg þ i�
� 


þ 1

!2 � !eg � i�
� 


!2 þ !1 � !f g � i�
� 


!2 � !eg � i�
� 


þ 1

!2 � !eg � i�
� 


!1 þ !2 � !f g � i�
� 


!1 � !eg � i�
� 
g; ð41Þ

and the stimulated Raman component

SSRS !2;!1ð Þ¼ 4pN�h�4jE1j2jE2j2J
X

g;g 0;e;f

j�egj2j�g 0 ej2

� 1

!1 � !eg � i�
� 


!1 � !2 � !g 0g � i�
� 


!1 � !eg þ i�
� 


(

� 1

!2 � !eg � i�
� 


!1 � !1 � !g 0g � i�
� 


!1 � !eg � i�
� 


� 1

!2 � !eg � i�
� 


!2 � !1 � !g 0g � i�
� 


!2 � !eg � i�
� 


� 1

!2 � !eg � i�
� 


!1 � !1 � !g 0gþ i�
� 


!1 � !eg þ i�
� 
g; ð42Þ

Despite the straightforward derivation, it is not evident by a simple
inspection of Equations (41) and (42) what are the material processes
underlying the signal in real time since the calculation is done on a
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loop that involves both forward and backward time evolutions. We
emphasize that this bookkeeping along the loop merely gives the reso-
nances that contribute to a particular signal, but since we are going
forward and backward in time we cannot simply attribute a given loop
diagram to a transition between an initial and a final state. This can only
be done by breaking the loop into transition amplitudes and bringing
them to the Kramers-Heisenberg form. This will be done next.

6. THE PUMP–PROBE SIGNAL REVISITED: TRANSITION
AMPLITUDES

In this section the pump-probe signal will be dissected to reveal
the underlying material processes. The dissection of signals into contri-
butions corresponding to material processes is done by recasting the
signals in terms of partial transition amplitudes. To that end we define
slightly modified (frequency-domain) loop diagrams, termed unrest-
ricted loop diagrams, that naturally represent material processes.
The diagrams of Section 4 were aimed at the calculation of optical
signals. The new diagrams, in contrast, correspond to generalized
Kramers-Heisenberg terms, and therefore naturally represent the
material processes.

6.1 Unrestricted Loop Diagrams

The unrestricted diagrams are closely related to those of Section 4.2, but
with one difference: we drop the restriction that the last interaction from the
left is at the latest time t, allowing for any relative time ordering between the
last interactions on the ket and the bra. These will therefore be denoted
unrestricted loop diagrams.

We will illustrate why the new diagrams are useful, and how to read
them, using a simple example. The unrestricted diagram depicted in
Figure 8 is given by the sum of two restricted loop diagrams where the
last interaction is on either of the two branches of the loop. To distinguish
between the two types of diagrams, we represent the unrestricted part of
the loop by a solid line, as opposed to the dashed line used in the
previous restricted diagrams. The two loop diagrams are read according
to the rules of Section 4.2, omitting rule FD5 regarding the last interaction.
From these rules, as well as our definition of partial transition ampli-
tudes, the first diagram on the right-hand side of Figure 8 is proportional
to T

ð1Þ
ca ð!1ÞTð2Þ�

ca ð!3; !2Þð!1 � !ca � i� Þ �1. The second diagram on the
right-hand side is similar, but with an opposite sign, and the advanced
Green function (!1�!ca�i�)�1 is replaced by a retarded one (!1�!caþ i�)�1.
(See rule FD7.) As a result, the contribution of the unrestricted loop
diagram is proportional to
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JTð1Þ
ca ð!1ÞTð2Þ�

ca ð!3; !2Þ 1

!1 � !ca � i�
� 1

!1 � !ca þ i�


 �

¼ 2pR Tð1Þ
ca ð!1ÞTð2Þ�

ca ð!3; !2Þ
h i

�ð!1 � !caÞ:

The reason for introducing the unrestricted diagrams now becomes clear:
The contribution of such diagrams to the signal takes a generalized
Kramers-Heisenberg form with the branches of the loop corresponding
to partial transition amplitudes and the top of the loop to the resonant �-
function. These diagrams naturally connect optical signals with the
underlying material processes.

While we used a simple example to demonstrate the definition and
calculation of unrestricted diagrams, the generalization to any diagram
is straightforward. There is only one class of special diagrams, namely
ones where all interactions are either on the left branch or on the right
branch, that needs to be treated separately. In this case there is no
meaning to the relative ordering between branches, and we define the
unrestricted diagrams to be equal to the restricted one. The contribution
of such diagrams to the signal always takes the form � JTðnÞ

aa , namely
the imaginary part of a diagonal (partial) transition matrix. [See Figure
13(i) for an example.]

6.2 The Two-Photon-Absorption and Stimulated-Raman
Components of the Pump-Probe Signal

We now dissect the pump-probe signal into contributions from various
material processes. Equations (41) and (42) can be partially recast in terms
of transition amplitudes by noting that the loop diagrams correspond to
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ω2ω2

ω3
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ω1
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ω1

a a

b

c c c

a a

b

a

b

a

+

Figure 8 Example of an unrestricted loop diagram (solid line). The diagram is defined
as the sum of two restricted diagrams, denoted by a dashed line along the top of the
loop, where the last interaction is located either on the ket or on the bra. Phase
matching requires !1 � !2 � !3 ¼ 0
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the product of two such amplitudes times an additions propagator, as is
explained in Figure 9. This allows to rewrite the signals as

STPAð!2;!1Þ ¼ �4pN�h�4jE1j2jE2j2

�J
X

g;g 0;e;f

j~Tð2Þ
f g ð!2; !1Þj2 þ ~T

ð2Þ
f g ð!2; !1Þ~Tð2Þ�

f g ð!1; !2Þ
� � 1

!2 þ !1 � !f g � i�

þ ~T
ð1Þ
eg ð!2Þ~Tð3Þ�

eg ð�!1; !1; !2Þ þ ~T
ð1Þ
eg ð!2Þ~Tð3Þ�

eg ð�!1; !2; !1Þ
� � 1

!2 � !eg � i�
:

ð43Þ

SSRSð!2;!1Þ ¼ 4pN�h�4jE1j2jE2j2J
X

g;g 0;e;f

����~T ð2Þ
g 0;gð�!2; !1Þ

����
2 1

!1 � !2 � !g 0g � i�

�ð~Tð1Þ
eg ð!2Þ~Tð3Þ�

eg ð!2;�!1; !1Þ þ ~Tð1Þ
eg ð!2Þ~Tð3Þ�

eg ð!1;�!1; !2Þ

þ~Tð3Þ
eg ð!2;�!1; !1Þ~T ð1Þ�

eg ð!2ÞÞ 1

!2 � !eg � i�
: ð44Þ

The first term corresponds to diagram (h) in Figure 7 whereas the
second term is related to diagrams (e)-(g).

(t)
t

τ

G (Δω + ωg)

(– ∞)ψ

ψ

(t)ψ

(– ∞)ψ

Figure 9 By dissecting the loop along its centerline it factorizes into two single-sided
Feynman diagrams. This is possible since the system remains in the same state hj ðtÞi
between the topmost interaction on the two branches which occur, respectively, at
times t and t. The advanced propagator G†ðD!þ !gÞ, representing backward
propagation from t and t, connects the two
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We start with the SRS signal (44). Taking the imaginary part of the first
term results in a d-function. The same is true for the sum of the second
and fourth terms in Equation (44). Subtracting

J ~T
ð3Þ
eq ð!1;�!1; !2Þ~Tð1Þ�

eg ð!2Þ 1

!2 � !eg � i�




þ ~T
ð2Þ
g 0gð�!1; !2Þ

��� ���2 1

!2 � !1 � !g 0g � i�
� ¼ 0

from the terms in the sum in Equation (44) allows to bring all terms in
Equation (44) to a form where the imaginary part can be taken, leading to
various d-functions. This gives

SSRSð!2;!1Þ ¼ 4p2N�h�4jE1j2jE2j2
X
gg 0e

PðgÞ ~T
ð2Þ
g 0gð�!2; !1Þ

��� ���2�ð!1 � !2 � !g 0gÞ
�

� ~T
ð2Þ
g 0gð�!1; !2Þ

��� ���2�ð!2 � !1 � !g 0gÞ

� ~T
ð1Þ
eg ð!2Þ~T ð3Þ�

eg ð!1;�!1; !2Þ þ c:c
h i

�ð!2 � !egÞ

� ~T
ð1Þ
eg ð!2Þ~T ð3Þ�

eg ð!2;�!1; !1Þ þ c:c
h i

�ð!2 � !egÞg: ð45Þ

This has the desired generalized Kramers-Heisenberg form, allowing to
identify the underlying molecular processes. The four terms in Equation
(45) are represented diagrammatically by the unrestricted loop diagrams
of Figure 10. For brevity we have omitted the diagrams corresponding to
the two complex conjugate terms in Equation (45), but these can be easily
obtained by reflecting diagrams (iii) and (iv) along a vertical line crossing
the top of the loops.

Interestingly, all the terms proportional to d(!2�!eg) could be combined
into a single term whose amplitude is the sum of three processes, with
corrections which have different scaling in the field amplitude. This gives

~S SRS ð!2;!1Þ ¼ 4p2N�h�4
X

g;g 0;e;f

jE1j2jE2j2j~T ð2Þ
g 0gð�!2; !1Þj2�ð!1 � !2 � !g 0gÞ

�jE1j2jE2j2j~Tð2Þ
g 0gð�!1; !2Þj2�ð!2 � !1 � !g 0gÞ

þjE2j2j~Tð1Þ
eg ð!2Þj2�ð!2 � !egÞ
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� E2
~Tð1Þ
eg ð!2Þ þ jE1j2E2

~Tð3Þ
eg ð!1;�!1; !2Þ

���

þ jE1j2E2
~T ð3Þ
eg ð!2;�!1; !1Þj2�ð!2 � !egÞ: ð46Þ

where we have introduced an additional term to eliminate the � jE2j2
part. The SRS signal is obtained from Equation (46) by neglecting terms of
order jE2j2jE1j4. Obviously, to obtain a Kramers-Heisenberg form we
must give up the strict bookkeeping in orders of the field since that
form naturally mixes the different orders.

We next turn to the TPA term. It can be brought to a form in which one
can take the imaginary part, leading to d-functions by adding to all terms
in the sum of Equation (43)

J ~T
ð2Þ
f g ð!1;!2Þ

��� ���2þ ~T
ð2Þ
f g ð!1;!2Þ~Tð2Þ�
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 �
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!2þ!1�!f g� i�

�
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eg ð!2Þþ ~T ð3Þ
eg ð�!1;!2;!1Þ~Tð1Þ�

eg ð!2Þ
h i 1

!2�!eg� i�
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Figure 10 Unrestricted loop diagrams corresponding to the four terms in Equation
(45), respectively
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This leads to

STPAð!2;!1Þ ¼ �4p2N�h�4jE1j2jE2j2

�
X
gg 0ef

PðgÞ ~T
ð2Þ
f g ð!2; !1Þ þ ~T

ð2Þ
f g ð!1; !2Þ

��� ���2�ð!1 þ !2 � !f gÞ
�

þ ~Tð1Þ
eg ð!2Þ~Tð3Þ�

eg ð�!1; !1; !2Þ þ c:c:
h i

�ð!2 � !egÞ

þ ~Tð1Þ
eg ð!2Þ~Tð3Þ�

eg ð�!1; !2; !1Þ þ c:c:
h i

�ð!2 � !egÞg: ð47Þ

The terms of Equation (47) are depicted diagrammatically in Figure 11.
The complex conjugates of the last two terms are omitted for brevity, as
they are the mirror images of diagrams 11(ii) and 11(iii).

Combining the last two terms into one amplitude, as was done for the
SRS signal, would give

~STPA ð!2;!1Þ ¼ �4p2N�h�4
X

g;g 0;e;f

jE1j2jE2j2j~Tð2Þ
f g ð!2; !1Þ

þ ~T
ð2Þ
f g ð!1; !2Þj2�ð!2 þ !1 � !f gÞ

þ E2
~Tð1Þ
eg ð!2Þ þ jE1j2E2

~Tð3Þ
eg ð�!1; !1; !2Þ

���

þ jE1j2E2
~Tð3Þ
eg ð�!1; !2; !1Þj2�ð!2 � !egÞ

�jE2j2j~Tð1Þ
eg ð!2Þj2�ð!2 � !egÞ: ð48Þ
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Figure 11 Unrestricted loop diagrams corresponding to the three terms in Equation
(47), respectively
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Again, Equation (47) can be obtained from Equation (48) by neglecting
terms of order jE2j2jE1j4. We thus accomplished our goal of expressing the
signal in a generalized Kramers-Heisenberg form.

7. COHERENT ANTI-STOKES RAMAN SPECTROSCOPY

Heterodyne CARS is a four-wave mixing technique where the system
interacts with four field modes (Begley et al., 1974; Evans & Xie, 2008;
Lotem et al., 1976; Penzkofer et al., 1979; Silberberg, 2009). The technique
provides a powerful spectroscopic tool for probing molecular vibrations
and for imaging applications (Nan et al., 2006; Potma & Xie, 2008; Potma
et al., 2006). Time domain femtosecond techniqueswith pulse shaping have
been employed to enhance the degree of control over the signals (Kukura
et al., 2007; Laimgruber et al., 2006; Mallick et al., 2008; Mukamel, 2009;
Oron et al., 2002; Pestov et al., 2007). We will start with the time-integrated
signal (14). This is convenient since the CARS contributions, which interact
once with each field, will depend on t through a factor of exp[i(!1�!2þ
3�!4)t]. (In the frequency-domain technique the field amplitudes are time
independent.) The t integral then results in a factor of 2pd(!1 � !2þ!3 �
!4), giving a singular signal in the continuous wave (CW) limit. This
further shows that only frequency combinations satisfying

!1 � !2 þ !3 � !4 ¼ 0; ð49Þ
can contribute to the signal.

There are four possible CARS signals (Mukamel, 1995) which only
differ by the choice of the detected mode. Denoting the signal obtained
by measuring mode !i by Si, we have

S1 ¼ �4p
�h
�ð!1 � !2 þ !3 � !4ÞJ E�

1E2E�
3E4�

ð3 Þ ð�!1;!4;�!3; !2Þ
h i

; ð50Þ

S2 ¼ �4p
�h
�ð!1 � !2 þ !3 � !4ÞJ E1E�

2E3E�
4�

ð3 Þ ð�!2;!3;�!4; !1Þ
h i

; ð51Þ

S3 ¼ �4p
�h
�ð!1 � !2 þ !3 � !4ÞJ E�

1E2E�
3E4�

ð3 Þ ð�!3;!2;�!1; !4Þ
h i

; ð52Þ

S4 ¼ �4p
�h
�ð!1 � !2 þ !3 � !4ÞJ E1E�

2E3E�
4�

ð3 Þ ð�!4;!1;�!2; !3Þ
h i

: ð53Þ

The pump-probe technique only involves two field modes. The four field
modes in CARS generate a larger number of terms. To keep the problem
manageable, we employ the model of Figure 12 which limits the number
of optical transitions. a and c are vibrational states belonging to the
ground electronic state whereas b is an electronically excited state. Levels
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a and c are resonantly coupled by two possible Raman processes, with
!1 � !2 ¼ !4 � !3 ’ !ca. The system is described by the Hamiltonian
(Mukamel, 1995; Scully & Zubairy, 1997; Shen, 2002)

H ¼ Hs þHf þHint; ð54Þ
with the molecular part

Hs ¼ �h!ajaihaj þ �h!bjbihbj þ �h!cjcihcj; ð55Þ
and the field part

Hf ¼
X4
i¼1

�h!iâ
†
i â i: ð56Þ

Within the RWA, the dipole coupling between the laser field and the
molecule is given by

Hint ¼ 2p!1

W

� �1=2

â1 e
� i!1t�bajbihajþ

2p!2

W

� �1=2

â2e
� i!2t�bcjbihcj

þ 2p!3

W

� �1=2

â3e
� i!3t�bcjbihcjþ

2p!4

W

� �1 =2

â4e
� i!4t�bajbihaj þ h:c:

ð57Þ

The CTPL diagrams, which correspond to the two processes contributing
to the signal (53) are depicted in Figure 13. In (i) the system is initially in
the lower state a, while in (ii) it starts in the vibrationally excited state c.
The loop diagrams can be read according to the rules given in Section 4,
leading to

ω2
ω3

ω4

ω1

|a〉

|c〉

|b〉

Figure 12 Level scheme and optical transitions for the CARS process
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� ð3 Þ ð�!4;!1;�!2; !3Þ ¼ �j�baj2j�cbj2
�h3

� PðaÞ
ð!1 � !2 þ !3 � !ba þ i�Þð!1 � !2 � !ca þ i�Þð!1 � !ba þ i�Þ



þ PðcÞ
ð!3 � !4 þ !1 � !bc � i�Þð!3 � !4 � !ac � i�Þð!3 � !bc þ i�Þ

�
:

ð58Þ
Substitution in Equation (53) gives

S4¼4p
h� 4 �ð!1�!2þ!3�!4ÞJ½E1E�

2E3E�
4j�abj2j�bcj2

� PðaÞ
ð!4�!baþ i�Þð!1�!2�!caþ i�Þð!1�!baþ i�Þ

�

þ PðcÞ
ð!3�!bcþ i�Þð!2�!bc� i�Þð!2�!1�!ac� i�Þ

�� ð59Þ

where we have further made use of Equation (49) to rearrange some
frequency combinations. P(a) is the equilibrium probability to be in
state a.
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ω2
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ω4ω4
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〈b |

〈c |

|a〉 |a〉

|a〉

|b〉

|b〉

|b〉

|c〉

|c〉

Figure 13 CTPL representation of �(3)(�w4;w1,�w2,w3) which is related to the S4

signal. (i) and (ii) represent the two terms in Equation (58) respectively. In both the
interaction with the detected mode (w4) is chronologically the last
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These results will be used in the next section to recast the signal in
terms of transition amplitudes revealing the underlying molecular
processes.

8. CARS SIGNALS RECAST IN TERMS OF TRANSITION
AMPLITUDES

We now dissect the CARS signal (59) into components corresponding to
various molecular processes. Equation (59) has two contributions, one
proportional to P(a), and the other to P(c). For clarity, we only consider
the �P(a) contribution in detail, and then point out how to do the same
for the �P(c) part.

The �P(a) contribution to Equation (59) exhibits a different structure
than the pump-probe signal. This stems from parametric processes.
We now demonstrate how to separate these from the contribution of the
resonant processes (which assume the generalized Kramers-Heisenberg
form).

The �P(a) contribution is proportional to (the imaginary part of)

T
ð4Þ
aa ð�!4; !3;�!2; !1Þ ¼ E1E�

2E3E�
4
~T
ð4Þ
aa ð�!4; !3;�!2; !1Þ, corresponding to

a fourth-order process leaving the molecule in its initial state. The
model of Figure 12, allows for yet another fourth-order process with the
order of interactions reversed. The contribution of said process would be

proportional to T
ð4Þ
aa ð�!1; !2;�!3; !4Þ ¼ E�

1E2E�
3E4

~T
ð4Þ
aa ð�!1; !2;�!3; !4Þ.

Both processes are depicted diagrammatically in Figure 14.
While according to Equation (59), the signal is proportional to the

contribution from the first process, it is clear that both processes

ω1

ω1

ω2

ω2 ω3

ω3

ω4

ω4

Taa (− ω4, ω3, − ω2, ω1) Taa (− ω1, ω2, − ω3, ω4)

b

a

c

b

a

a

a

b

c

b

Figure 14 The two fourth-order sequences of interactions contributing to the CARS
signal
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contribute to the frequency-domain signal. For reasons that will become
clear shortly, we rewrite the signal as a sum a symmetric and an asym-
metric contribution with respect to the two processes,

E1E�
2E3E�

4
~Tð4Þ
aa ð�!4; !3;�!2; !1Þ ¼ Tsym þ Tas; ð60Þ

where

Tsym � 1

2
E1E�

2E3E�
4
~Tð4Þ
aa ð�!4; !3;�!2; !1Þ

h

þE�
1E2E�

3E4
~T
ð4Þ
aa ð�!1; !2;�!3; !4Þ

i ð61Þ

Tas � 1

2
E1E�

2E3E�
4
~Tð4Þ
aa ð�!4; !3;�!2; !1Þ

h

�E�
1E2E�

3E4
~T
ð4Þ
aa ð�!1; !2;�!3; !4Þ

i ð62Þ

This is shown diagrammatically in Figure 15. Tsym and Tas turn out to
correspond to resonant and parametric contributions to the signal.

It follows from equation (49) that ~T
ð4Þ
aa ð�!4; !3;�!2; !1Þ ¼

~T
ð4Þ
aa ð�!1; !2;�!3; !4Þ. This allows us to write Tas as

Tas ¼ iJðE1E�
2E3E�

4Þ~Tð4Þ
aa ð�!4; !3;�!2; !1Þ; ð63Þ

We associate the contribution of the asymmetric part with the parametric
process for the following reason. The model allows for two time-reversed
fourth-order processes: In one a photon is emitted into mode 4, while in
the other a photon is absorbed. The signal is proportional to the differ-
ence between the two. Note that these contributions are linear rather than
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|a〉 |a〉
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|a〉

2
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2
1− + +=

Antisymmetric (Tas) Symmetric (Tsym)

Figure 15 The decomposition of the fourth-order dressed transition amplitude into its
symmetric and antisymmetric parts. Time runs from bottom to top. The �P(a) part of
the CARS signal [Equation (59)] is proportional to the imaginary part of the diagram on
the left-hand side

Ultrafast Nonlinear Optical Signals 253



quadratic in the transition amplitudes. The reason is that they come from
interference between the fourth-order processes and the zero-order pro-
cess in which the molecule remains in its initial state.

Tsym is the sum of the two possible pathways to make a fourth-order
transition starting and ending at a. It can be recast as a contribution from
resonant terms using the optical theorem

2JTsym ¼ �p E1E�
2E3E�

4
~T
ð1Þ
ba ð!1Þ~T ð3Þ�

ba ð!2;�!3; !4Þ þ c:c:
h i

�ð!1 � !baÞ
�p E1E�

2E3E�
4
~T
ð3Þ
ba ð!3;�!2; !1Þ~Tð1Þ�

ba ð!4Þ þ c:c:
h i

�ð!4 � !baÞ
�p E1E�

2E3E�
4
~T
ð2Þ
ca ð�!2; !1Þ~T ð2Þ�

ca ð�!3; !4Þ þ c:c:
h i

�ð!1 � !2 � !caÞ:
ð64Þ

For our model this theorem is represented in Figure 16 using the unrest-
ricted loop diagrams.

Having rewritten both Tas and Tsym in a form with a clear physical
interpretation, the �P(a) signal can be obtained simply by substituting
Equations (63) and (64) in (60), and then (60) in the first termofEquation (59).

To complete the dissection of the signal we need to add the �P(c) part.
This is not proportional to a single transition amplitude, but it can be
brought to this form by first writing ð!3 � !bc þ i� Þ �1 ¼
ð!3 � !bc � i� Þ �1 � 2
i�ð!3 � !bcÞ in Equation (59), and then taking the
complex conjugate of the term with three advanced Green’s functions.
Notably, the resonant term, which has been split off, already has the
desired generalized Kramers-Heisenberg form.
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Figure 16 Diagrammatic representation of the optical theorem for our model (64). The
six loop diagrams represent the six terms in Equation (64) respectively. Twice the
imaginary part of the diagrams on the left is equal to the imaginary part of the diagrams
on the right
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The non-resonant term can now be dissected following the steps used
for the �P(a) terms.

Collecting all terms, the signal finally takes the form,

S4 ¼ S4 ;par þ S4 ;dis; ð65Þ
with the parametric part

S4 ;par ¼ 4p
�h4
�ð!1 � !2 þ !3 � !4ÞJðE1E�

2E3E�
4Þ½PðaÞR~Tð4Þ

aa ð�!4; !3;�!2; !1Þ

þPðcÞR~T
ð4Þ
cc ð�!2; !1;�!4; !3Þ�; ð66Þ

and the dissipative part

S4 ;dis ¼�2p2

�h4
� !1 � !2 þ !3 � !4ð Þ

� PðaÞ E�
1E2E�

3E4
~T
ð3Þ
ba !2 ; � !3 ; !4

� 

~T
ð1Þ�
ba ð!1Þ þ c:c:

h in

� �ð!1 � !baÞþPðaÞ E1E�
2E3E�

4
~T
ð3Þ
ba ð!3 ; � !2 ; !1Þ~Tð1Þ�

ba ð!4Þ þ c:c:
h i

� �ð!4 � !baÞþPðaÞ E1E�
2E3E�

4
~Tð2Þ
ca ð�!2 ; !1Þ~Tð2Þ�

ca ð�!3 ; !4Þ þ c:c:
h i

� �ð!1 � !2 � !caÞþPðcÞ E�
1E2E�

3E4
~T
ð3Þ
bc ð!4 ; � !1 ; !2Þ~Tð1Þ�

ba ð!3Þ þ c:c:
h i

� �ð!3 � !bcÞ�PðcÞ E1E�
2E3E�

4
~T
ð3Þ
bc ð!1;�!4 ; !3Þ~Tð1Þ�

ba ð!2Þ þ c:c:
h i

� �ð!2 � !bcÞ�PðcÞ E�
1E2E�

3E4
~T ð2Þ
ac ð�!1 ; !2Þ~Tð2Þ�

ac ð�!4 ; !3Þ þ c:c:
h i

� �ð!2 � !1 � !acÞg
ð67Þ

The physical interpretation of the resonant terms in Equation (67) is
obvious: They all represent interferences of different possible molecular
transitions. Note that the overall sign of each term signifies whether the
!4 photon is emitted or absorbed.

So far, we have focused on one of the possible CARS signals, namely
S4. The other signals can be similarly dissected into their components.
Once this is done, we can combine different signals in order to either
enhance or suppress specific molecular pathways. As an example, the
signal S1 can be obtained from S4 by changing the roles of the fieldmodes 1,
2 and 4, 3 respectively. A simple inspection shows that the parametric part
changes its sign under this operation, S1 ;par ¼ �S4 ;par. The combination

S1 þ S4 ¼ S1;dis þ S4;dis ð68Þ
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is thus purely dissipative. Further discussion can be found in Rahav et al.
(2009). This result will be generalized to arbitrary nonlinear processes in
section 10.

9. CARS RESONANCES CAN BE VIEWED AS
A DOUBLE-SLIT INTERFERENCE OF TWO
TWO-PHOTON PATHWAYS

In the previous section we had dissected the CARS signal into para-
metric and resonant processes. We now show that the resonant part
of the signal originates from an interference of two transition
pathways.

We assume that the molecule is initially in its ground state a, and that
all frequencies are tuned off electronic resonances so that only Raman
resonances are possible. The leading order of the transition amplitude can
be found from Equations (25), (28), and (32),

Pa! c ¼ 1

4p2�h4
j�cbj2j�baj2

Z
d!

Eð!ÞEð!ca � !Þ
!� !ba þ i�

����
����
2

: ð69Þ

In stimulated CARS the field is made of four narrow-band pulses, cen-
tered around frequencies !i, i= 1, 2, 3, 4,

Eð!Þ ¼ 2p
X4
i¼1

½Ei�Dð!� !iÞ þ E�
i �Dð!þ !iÞ�: ð70Þ

dD is a slightly broadened delta function, of width D, describing the
(normalized) narrowband shape of the pulses.

By substituting Equation (70) and using the dipole transitions of
Figure 12 we find that the integral has only two contributions coming
from ! ’ !1, !4.

Pa! c ’ 4p2

�h4
j�cbj2j�baj2

E1E�
2

!1 � !ba þ i�
�D 0 ð!1 � !2 � !caÞ

����
þ E4E�

3

!4 � !ba þ i�
�D 0 ð!4 � !3 � !caÞ

����
2 ð71Þ

The functions dD0 in Equation (71) result from an integrated product of
two of the band shapes dD. While the width and shape of the dD0 in
Equation (71) are different from those appearing in Equation (70), these
are still narrow d-like shapes.

Equation (71) has a typical form of a double-slit measurement: Two
interfering pathways contribute to the resonant Stokes Raman a! c
amplitude. By opening the brackets we find
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Pa! c ¼P12
a!c þ P34

a!c þ P1234
a!c ’ 4p2

�h4
j�cbj2j�baj2

�
� E1E�

2

!1 � !ba þ i�

����
����
2

�2D 0 ð!1 � !2 � !caÞ

þ E4E�
3

!4 � !ba þ i�

����
����
2

�2D 0 ð!4 � !3 � !caÞ

þ 2R
E1E�

2E3E�
4

ð!1 � !ba þ i�Þð!4 � !ba � i�Þ

 �

��D 0 ð!1 � !2 � !caÞ�D 0 ð!4 � !3 � !caÞ
�
:

ð72Þ

Here P12
a!cðP34

a!cÞ represents a pump-probe process involving modes 1
and 2 (3 and 4)2. P1234

a!c describes the interference of these two pump-probe
pathways.

The double-slit picture has long been established for two-photon
absorption and photo electron detection (Glauber, 2007). Equation (72)
extends it to Raman processes. The resonant component of the stimulated
CARS signal is given by P1234

a!c .
For P(c)= 0 and when all frequencies are tuned off electronic reso-

nances, only one contribution remains in Equation (67). Furthermore,
comparison of Equations (67) and (72) gives

S4;dis ¼ �1

2
P1234
a!c : ð73Þ

Equation (73) relates the rate of resonant a! c transitions to the
resonant part of the CARS signal. The �1/2 factor can be easily
rationalized: The sign comes from the fact that an !4 photon is absorbed,
while the factor of a 1/2 signifies that only one of the interfering
processes affects the number of photons in mode 4. It is amusing to
note that the two processes contributing to the resonant coherent
anti-Stokes Raman spectroscopy (CARS) signal are in fact a! c Stokes
processes!

2One may be worried by the appearance of the factor of dD02 in those terms as the limit of narrowband
shape is taken, but this is just an artifact resulting from the fact that these pump-probe processes are
naturally described in terms of the rate of transitions while here we are studying the overall probability.

Indeed, �2D 0 ðxÞ � �D 0 ðxÞ=D 0 and 1/D0 is proportional to the overall time where the pulses are turned on.
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10. PURELY-DISSIPATIVE SPECTROSCOPIC SIGNALS

At the end of Section 8 we had pointed out that it is possible to identify a
linear combination of signals such that the parametric contribution is
canceled out. The purely dissipative signals, which were defined in
section 3.1, accomplish that goal. These signals are obtained by calculat-
ing the exchange of energy between the field and the material.

Purely dissipative signals are generally given by Equation (37), which
includes contributions from all possible material transitions. Such signals
would be useful for spectroscopic applications once some pulse para-
meters are scanned. This can be done using pulse shaping techniques
(Shim & Zanni, 2009; Tian et al., 2003; Weiner, 2009). We represent the
field as Eð!Þ ¼ Að!Þei�ð!Þ, where A is the amplitude of the field while �
denotes its phase. Both functions are real. Different transitions may be
separated by comparing the response of D to variation of A(!) at different
frequencies.

We first consider the linear siganl

D ’ �h�1
Z

d!
X
b

!j�baj2A2ð!Þ�ð!� !baÞ: ð74Þ

Variation of the field amplitude gives

�ð!Þ ¼ �D

�A2ð!Þ ¼
X
b

!baj�baj2�ð!� !baÞ; ð75Þ

which is the linear absorption.
We now turn to Raman processes. We assume that the field is tuned off

electronic resonances. The dissipative signal is then

DCARS ¼ 1

4p2�h3
X
c

!caj�cbj2j�baj2
Z

d!
Eð!ÞEð!ca � !Þ
!� !ba þ i�

����
����
2

: ð76Þ

(The optical pulse band shape covers the frequency regime j!j>>!ca,
since !ca is a vibrational transition frequency.)

Raman resonances may be obtained by taking a second-order var-
iation �2D=�Að!1Þ�Að!2Þ. However, these lie on the top of a smooth
background resulting from the term where each of the integrals in
Equation (76) is varied once. A different approach, which only
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requires one variation is to consider a combination of a narrow band
and a broad band pulse

Eð!Þ ’ 2pE0�ð!� !0Þ þ 2pE�
0�ð!þ !0Þ þ ~Eð!Þ: ð77Þ

Below we show that variation of the �E02 part of D at frequencies near
(but different from) !0 allows to separate out the different Raman
resonances.

The integral in Equation (76) in the RWA can now be approximated
by

Z
d!

Eð!ÞEð!ca � !Þ
!� !ba þ i�

’ 2pE0Eð!ca � !0Þ 1

!0 � !ba þ i�

þ2pE�
0Eð!ca þ !0Þ 1

!0 � !bc þ i�
;

ð78Þ

Variation with respect to the amplitude of the broadband pulse, A(!),
gives

�DCARS

�Að!Þ ’ 1

p�h3
!caj�cbj2j�baj2R

E�
0Eð!0 � !caÞ
!0 � !ba � i�

þ E0E�ð!0 þ !caÞ
!0 � !bc � i�

� ��

�
� E0e� i� ð!0 �!ca Þ

!0 � !ba þ i�
½�ð!� !0 þ !caÞ þ �ð!þ !0 � !caÞ�

þ E�
0e

i� ð!0þ!ca Þ

!0 � !bc þ i�
½�ð!� !0 � !caÞ þ �ð!þ !0 þ !caÞ�

��
: ð79Þ

Equation (79) shows sharp Raman peaks at –!0 –!ca.
The above considerations illustrate that the variations of dissipative

signals with incoming pulse parameters allow to distinguish different
material processes. Spectroscopy with dissipative signals should be very
convenient. Dissipative signals eliminate the parametric background but
are not background-free since the signal is a difference of two large
quantities (transmitted minus incoming field intensity).

Chirped pulses (Malinovshy, 2009; Onorato et al., 2007; Pergoraro
et al., 2009) as well as coherently shaped pulses in a collinear geometry
(Caster et al., 2009; Li et al., 2008; Müller et al., 2009; Ogilvie et al., 2006;
Roy et al., 2009; Silberberg, 2009; von Vacano and Motzkus, 2008) were
found to be effective in suppressing the parametric signal. The dissipa-
tive signals, which can be easily implemented in a collinear geometry
and make use of pulse shaping, present a different solution to the
same problem.
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11. SUMMARY

In this review we have demonstrated that by examining the optical
processes from the viewpoint of the matter we can recast the signals in
terms of transition amplitudes which represent the molecular wave func-
tion and gain new insights. These ideas were demonstrated for two
examples: pump-probe (Sections 5 and 6) and CARS (Sections 7 and 8)
signals. However, the methods used here are quite general, and apply to
other optical measurements, as explained in the following.

Resonant and parametric processes can be clearly separated by recast-
ing the signal in terms of the transition amplitudes. The former take a
generalized Kramers-Heisenberg form, namely a product of complex
conjugated transition amplitudes, times a resonant d-function. When
considering the rate of transitions between states of matter, one expects
to find the amplitudes appearing as complete squares, such as in Equa-
tion (71), or sums over complete squares. However, the translation to
contributions for optical signals breaks this form. Some of the terms may
be omitted since they are not part of the signal under consideration, such
as the first two terms in Equation (72), when considering the CARS
signal. The terms which are kept should be weighted according to the
overall change in the number of photons in the measured mode accord-
ing to both the ket and the bra. All of these considerations are highly
intuitive and easy to follow, but imply that optical signals are not in
general of a form of a modulus square of an amplitude.

Parametric processes are linear in the transition amplitude, due to an
interference between a high-order process and the zero-order process
where the material does not interact with the field. For each n’th order
process starting and ending at the same state there is also a time reversed
process, where the transitions are “traversed backward.” The parametric
contribution is proportional to the difference between the direct and time-
reversed processes, since a photon which is absorbed in onewill be emitted
in the other. Such processes were studied in Section 8 for the CARS signal
but similar consideration should apply to any type of parametric process.

The contributions of material processes to the optical signal can be
understood by recasting it as a sum over terms which correspond to
either resonant transitions or parametric processes. We argue that this
may be done quite generally, using the following prescription: any loop
diagram representing a signal would have retarded Green’s functions
along the left branch and the advanced ones along the right branch,
including the top of the loop. (See rules FD5 and FD7.) One can replace
the loop diagram with a different one, where the interactions are shifted
along the loop (keeping their relative ordering). This is done either by
replacing the last retarded Green’s function by an advanced one, or by
replacing the first advanced Green’s function by a retarded one. This
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replacement (Figure 17) must be compensated by an additional term,
which is given by an unrestricted loop and has the generalized Kra-
mers-Heisenberg form. Using this operation, any restricted loop diagram
can be written as a linear combination of unrestricted ones plus a diagram
where all the interactions are on the ket. The diagrams with interactions
on the ket should then be divided into symmetric and antisymmetric
parts, as was done in Figure 15. The antisymmetric parts are identified
with various parametric contributions. The symmetric part can be rewrit-
ten as resonant terms using an optical theorem analogous to Equation
(64). This last step is non-trivial, and needs to be studied further.

Dissecting nonlinear optical signals into a sum of contributions from
resonant and parametric processes enhances our understanding of opti-
cal signals and reveals which material processes contribute to each opti-
cal signal. In addition, it allows to identify combinations of signals where
some material pathways are canceled out and others are enhanced, thus
helping the design of new types of measurements.
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