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Abstract
New free-electron laser and high-harmonic generation X-ray light sources
are capable of supplying pulses short and intense enough to perform res­
onant nonlinear time-resolved experiments in molecules. Valence-electron
motions can be triggered impulsively by core excitations and monitored with
high temporal and spatial resolution. We discuss possible experiments that
employ attosecond X-ray pulses to probe the quantum coherence and corre­
lations of valence electrons and holes, rather than the charge density alone,
building on the analogy with existing studies of vibrational motions using
femtosecond techniques in the visible regime.
1. INTRODUCTION

1.1. Time-Domain X-Ray Sources and Spectroscopy

Nonlinear spectroscopy with visible light became feasible soon after the laser was invented in the 1960s. When the applied electric fields are weak compared with those inside an atom or a molecule ($5.14 \times 10^{11}$ V m$^{-1}$ for an electron and a proton at a distance of 1 Bohr radius, which corresponds to a power intensity of $3.5 \times 10^{16}$ W cm$^{-2}$), the response and optical signals are linear in the incoming intensities and reveal some valuable information about excited states and their transition dipoles through a two-point correlation function of the dipole operator. At higher field intensities, a nonlinear response is observed, and the resulting signals encode much more information than the linear response, related to higher-order multiple-point correlation functions (12). The development of nonlinear spectroscopy was enabled by progress in laser technology. As pulse durations shortened from picoseconds in the 1970s to femtoseconds in the 1980s, they were employed in increasingly sophisticated time-resolved probes of molecular excited states (2). This review describes possible extensions of these techniques facilitated by recent developments of attosecond X-ray pulses.

X-ray linear absorption (3–5) probes the unoccupied density of states around the resonant core; the jump in signal intensity as the frequency reaches the first available unoccupied state is called the core edge. The low-energy region of the spectrum, the X-ray absorption near-edge structure (XANES), is a direct probe of these virtual orbitals weighted by their atomic core dipole matrix elements. Higher-energy spectral features, the extended X-ray absorption fine structure (EXAFS), are created by backscattering of the photoionized core electron. A Fourier transform of these spectra yields the structure factor of the nuclei surrounding the resonant core (6–8), as the tightly bound core electrons on neighboring atoms have the largest cross section for reflecting this photoelectron. X-ray diffraction (off-resonant elastic scattering) of a few kiloelectron volt photons solely probes the charge density and can be treated classically. Various forms of X-ray spectroscopy techniques (4) are summarized in Figure 1.

These traditional X-ray measurements reveal single-particle characteristics of the many-body ground-state wave function. Quantum coherence (i.e., the phase in a superposition of states), which is revealed by nonlinear spectroscopy, does not play a role in these techniques. Coherent X-ray sources pave the way to look into these quantum effects. Two recent reviews of the X-ray free-electron laser (XFEL) (9) and tabletop attosecond X-ray sources (10) summarize the state of the art in experimental attosecond and X-ray technologies. These are only briefly surveyed here. The current review examines possible attosecond time-resolved X-ray spectroscopies by drawing on the analogy with their visible and infrared (IR) counterparts.

The first sources of X-rays were anode targets for cathode rays in vacuum (11). The high cross section for X-ray photon capture in matter, and the short lifetime of the core hole, meant that modifying traditional laser cavities to create a population inversion and lasing at X-ray frequencies would be difficult (12). Fortunately, synchrotron radiation, considered an undesired loss in high-energy particle experiments, was found incredibly useful for performing experiments in chemistry, biology, and condensed matter physics (13). These large facilities convert electron-bunch kinetic energy into short, broadband bursts of bright X-ray radiation (14). The intensity and high frequencies of the photons available at the highly intense XFEL sources built at DESY and LCLS, e.g., $10^{12}$ photons in 85 ns at a frequency of 8 keV (15), can generate sequences of pulses suitable for coherent spectroscopy applications (16). Methods for generating intense ~1-fs pulses with UV and VUV frequencies have been proposed (17).

In a parallel development, tabletop attosecond higher-harmonic generation (HHG) (18–22) sources provide an alternative to the XFEL. These generate pulses of high-frequency light...
A schematic showing the electronic transitions involved in traditional, linear X-ray spectroscopy techniques. \( n \) denotes the core orbital, \( i \) and \( j \) are occupied valence orbitals, \( a \) and \( b \) are unoccupied valence orbitals, and the continuum of photoelectron states is represented by the gray shaded area. In the X-ray absorption near-edge structure (XANES), an electron is promoted from the core orbital to an unoccupied valence orbital. In nonresonant X-ray emission spectroscopy (NXES), a core electron is ejected owing to interaction with an applied field, and a valence electron falls into the core hole, emitting a red-shifted X-ray photon. In resonant X-ray emission spectroscopy (RXES), the core electron is promoted to an unoccupied valence orbital rather than being ejected, and another electron then fills the core hole while emitting a photon. In Auger electron spectroscopy (AES), the applied field ejects a core electron and a valence electron fills the hole, and the energy released by this transition is then transferred to another valence electron, which is subsequently ejected. In X-ray diffraction (XD), the elastically scattered field is spatially resolved, resulting in a diffraction pattern that can be used to elucidate structure.
Double core hole (DCH): the two holes can be on a single site or on two sites

and pulsed experiments can be designed to reveal desired information, which in many cases is highly averaged and hard to extract in frequency-domain techniques (2). Multidimensional time-domain signals, obtained in response to sequences of impulsive temporally well-separated pulses, probe the correlation between dynamical events occurring during different controlled interpulse delays by observing spins (NMR), vibrations (optical and IR), or valence and core electrons (X-rays) (30). This review focuses on possible applications of multidimensional all-X-ray time-domain techniques toward the study of valence excitations in molecules with high spatial and temporal resolution.

1.2. Nonlinear X-Ray Spectroscopy

Nonlinear effects in the X-ray regime have long been observed in the frequency domain (28), including parametric downconversion (31–33), hard X-ray frequency doubling (34), and two-photon X-ray fluorescence (35). X-ray parametric downconversion has been used to visualize valence charge motion in optically excited diamond crystals (36). Parametric downconversion (37) and two-photon emission from inner-core states (38) were among the first nonlinear X-ray processes to be treated theoretically. The X-ray/optical stimulated Raman process was studied (39–41).

Time-dependent X-ray diffraction (TDXD) can measure the nonequilibrium change in the charge density triggered by interaction with a visible pump pulse (42–44). Synchrotron radiation sources have vastly increased the quality of protein crystallography measurements using X-ray diffraction (45). The high intensity of the XFEL sources allows the collection of X-ray diffraction from a single molecule in response to a single pulse. This has been proposed as a method for structure determination without making crystals (46). The two-decade gap between the early theoretical papers on TDXD (47–50) and the experimental measurement of phonon (42, 51) and polariton (52) dynamics in solids gives some indication of the experimental difficulties associated with this technique. TDXD has been used to measure the ultrafast melting of a metal after excitation with a laser pulse (53). In the past decade, picosecond time-resolved EXAFS has been used to measure vibrational and valence electronic dynamics in photoactive inorganic complexes (8).

In contrast to diffraction, resonant attosecond X-ray pulses can prepare coherent superpositions of core and valence states, revealing a qualitatively higher level of information about orbitals and spatial coherence that goes beyond the charge density. A detailed theoretical description of valence particle and hole propagation in atoms and molecules showed that ultrafast charge motion driven by electronic interactions accompanies a sudden perturbation of the ground-state charge density (54).

Intense X-ray pulses trigger a complex cascade of core excitations and Auger decays in atomic targets (55, 56). XFEL pulses are intense enough to create double core-hole (DCH) states in molecular nitrogen (57) and to ionize the tightly bound core orbitals leading to a rate-limiting step of Auger decay in the photoionization (58). DCH Auger electron spectroscopy in N2 has been reported (59). Investigators have also carried out time-domain pump-probe measurements (60). Experiments on the M-edge of krypton atoms were used to quantify the core lifetime with subfemtosecond precision (61) and to measure real-time valence-electron motion by an extreme ultraviolet (UV) probe of a molecule photoionized by a near-IR pulse (62).

HHG sources have been used to study vibrational motions in N2O2 (63, 64) and dynamic bond breaking in NO2 (65). The photoelectron generated in the course of an HHG process can also be used to investigate the molecular ion through an interferometric process, a kind of stimulated electron spectroscopy (66). The high intensity of the XFEL sources and the precision of the HHG sources are complementary. Electromagnetically induced transparency studies (67) at X-ray frequencies have recently led to experiments (68) that offer the possibility of augmenting the precision of detecting the presence of strong and weak X-ray absorption transitions (69). Pump-probe techniques employing HHG sources on valence electrons in molecules (70) are sensitive to the electronic wave function in the early stages of the pump and probe pulse interaction.

2. OPTICAL AND X-RAY RAY TRANSITION DYNAMICS

To set the stage, Equation 1 expresses the rate of change of an optical transition in the basis that includes photon absorption and emission.

\[ \frac{d P}{dt} = \frac{P}{\tau} + \frac{\gamma}{\tau} I(t) \]

where \( P \) is the population of the excited state, \( \tau \) is the optical lifetime, \( \gamma \) is the spontaneous emission rate, and \( I(t) \) is the intensity of the optical pulse. The absorption and decay terms combine to determine the rate of change of population in the excited state. In Equation 1, the absorption term equals the spontaneous emission term, \( \gamma \), and the rate of change of population is zero in the absence of optical pulses.

\[ \frac{d P}{dt} = \frac{P}{\tau} \]

The population reaches its equilibrium value at \( t \to \infty \), where \( P = \frac{\gamma}{\gamma + \frac{1}{\tau}} I(t) \).

The addition of an absorption term to Equation 1 gives Equation 2, which incorporates the absorption of high-intensity optical radiation.

\[ \frac{d P}{dt} = \frac{P}{\tau} + \frac{\gamma}{\tau} I(t) \]

where the intensity \( I(t) \) is related to the frequency \( \omega \) via Equation 3.

\[ I(t) = c \frac{\omega}{2 \pi} \]

The absorption of high-intensity optical radiation is expressed by Equation 4, which incorporates the absorption of high-intensity optical radiation.

\[ \Gamma_{\text{abs}} = \frac{\gamma}{\tau} I(t) \]

The absorption of high-intensity optical radiation is expressed by Equation 5, which incorporates the absorption of high-intensity optical radiation.

\[ \Gamma_{\text{abs}} = \frac{\gamma}{\tau} I(t) \]

where \( I(t) \) is the intensity of the optical pulse, \( \gamma \) is the spontaneous emission rate, and \( \tau \) is the optical lifetime. The absorption and decay terms combine to determine the rate of change of population in the excited state. In Equation 1, the absorption term equals the spontaneous emission term, \( \gamma \), and the rate of change of population is zero in the absence of optical pulses.

\[ \frac{d P}{dt} = \frac{P}{\tau} \]

The population reaches its equilibrium value at \( t \to \infty \), where \( P = \frac{\gamma}{\gamma + \frac{1}{\tau}} I(t) \).

\[ \frac{d P}{dt} = \frac{P}{\tau} \]

The addition of an absorption term to Equation 1 gives Equation 2, which incorporates the absorption of high-intensity optical radiation.

\[ \frac{d P}{dt} = \frac{P}{\tau} + \frac{\gamma}{\tau} I(t) \]

where the intensity \( I(t) \) is related to the frequency \( \omega \) via Equation 3.

\[ I(t) = c \frac{\omega}{2 \pi} \]

The absorption of high-intensity optical radiation is expressed by Equation 4, which incorporates the absorption of high-intensity optical radiation.

\[ \Gamma_{\text{abs}} = \frac{\gamma}{\tau} I(t) \]

The absorption of high-intensity optical radiation is expressed by Equation 5, which incorporates the absorption of high-intensity optical radiation.

\[ \Gamma_{\text{abs}} = \frac{\gamma}{\tau} I(t) \]
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precision of the weaker HHG pulses with the stronger XFEL radiation, allowing the generation
of strong and coherent pulses.

X-ray signals involve single-particle, field-driven transitions between core and valence elec-
tronic orbitals and the many-body valence response to a transiently created core hole (60, 69,
70). Pump-probe and stimulated Raman spectroscopy were among the very first nonlinear tech-
niques employed with visible light (71-73) to study the vibrational states of aggregates (74) and
molecules (75). These signals are robust as they do not require any phase control, and the detec-
tion is relatively simple. We first focus on all-X-ray stimulated Raman experiments in which the
pump and probe pulses have X-ray frequencies. We then discuss more elaborate four-wave mixing
techniques.

2. OPTICAL RAMAN SPECTROSCOPY OF VIBRATIONS VERSUS
X-RAY RAMAN SPECTROSCOPY OF ELECTRONS

To set the stage for time-domain Raman spectroscopy, we first briefly survey some key features
of the frequency-domain optical and X-ray Raman techniques. In both regimes, the relevant
molecular states form two bands, denoted \( g \) and \( e \). The energy gap between the bands is much larger
than the intraband splittings. In vibrational spectroscopy, the states \( g \) and \( g' \) (\( e \) and \( e' \)) represent
vibrational states in the ground (excited) electronic state. In the case of core spectroscopy, \( g \) and
\( g' \) are valence excitations whereas \( e \) and \( e' \) are core-excited states.

The absorption of light by a molecule can be described by Fermi’s golden rule

\[
S_{abs}(\omega) = \sum_{g,g'} \left[ P(g) - P(g') \right] |\langle \psi_{g'} | \mu | \psi_{g}\rangle |^2 \delta(\omega - \omega_{g-g'}),
\]

where \( P(g) \) is the population of state \( g \), \( |\psi_{g'} | \mu | \psi_{g}\rangle = \mu_{g-g'} \) is the dipole moment, and \( \omega_{g-g'} \) is the
transition frequency between states \( g \) and \( g' \). Raman scattering is an inelastic two-photon proces
in which an \( \omega_1 \) photon is absorbed, and an \( \omega_2 \) photon is generated. It can be described by the
Kramers-Heisenberg expression, whereby the dipole operator coupling the material to the field
in Equation 1 is replaced by a transition polarizability \( \alpha \),

\[
S_{Raman}(\omega_1, \omega_2) = \sum_{g,g'} P(g) |\alpha_{g-g'}(\omega_1)|^2 \delta(\omega_1 - \omega_2 - \omega_{g-g'}). \quad (2)
\]

\( \alpha \) is given by a sum over the states of the molecule,

\[
\alpha_{g-g'}(\omega_1) = \sum_e \frac{\langle \psi_{g'} | \mu | \psi_e \rangle \langle \psi_e | \mu | \psi_{g}\rangle}{\omega_1 - \omega_{g-g'} + i\Gamma_{g-g'}}, \quad (3)
\]

where \( \Gamma_{g-g'} \) is a dephasing rate. Both IR absorption and Raman signals access states in a similar
spectral region \( (\omega, \omega_1 - \omega_2 \sim 100 - 3,000 \text{ cm}^{-1}) \) but observe it through a different window.
The former depends on the vibrational transition dipole moments between the initial and final
states, whereas the latter depends on the electronic dipole moment between the ground and much
higher excited states \( |\psi_e\rangle \). These intermediate scattering states are responsible for the difference
in selection rules between the two techniques. \( |\psi_g\rangle \) and \( |\psi_{g'}\rangle \) are ground and vibrationally excited
states in the lowest-energy electronic state. Thus optical frequency light transiently excites a fast,
high-frequency system (the valence electronic excitations) to gain information about a slow, low-
frequency system (the vibrations). Plotting the signal versus \( \omega_1 - \omega_2 \) provides a one-dimensional
(1D) projection of the vibrations.

In summary, in the optical regime we have high-frequency electronic excitations and low-
frequency vibrational excitations, which can be studied by visible and IR absorption, respectively.
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The Raman technique examines the low-frequency vibrations through a polarizability that derives from the high-frequency excitation (see Figure 2, left column).

An analogous description applies to X-ray Raman scattering. Resonant inelastic X-ray scattering (RIXS) is a well-established spontaneous frequency-domain technique that probes the occupied and unoccupied single-particle density of states around the resonant core by measuring the spontaneously emitted, energy-resolved X-ray radiation from a core-excited state (76, 77). Here the high frequencies are core excitations ($\geq 100$ eV), which can be studied by direct absorption through the XANES (Figure 2, right column). The low-frequency (few electron volts) valence excitations can be studied by visible or UV absorption. With RIXS one can study the valence excitations by a polarizability created by the core transitions.

Photons with energies of hundreds or thousands of electron volts are scattered off a system, and the frequency and momentum of the scattered light are resolved (78). The absorption of an X-ray photon promotes an electron from a closed-shell core orbital into the valence band. At this point, either the molecule can relax nonradiatively, through an Auger decay mechanism, or an electron can fall into the core hole, spontaneously emitting a photon. In the latter case, the electron that falls into the core hole need not be from the same orbital into which the original core electron was promoted, and the emitted radiation will be red-shifted with respect to the incident photon. The final state in this process is either the ground state (elastic, Rayleigh scattering) or a state with valence excitations (inelastic Raman scattering). Thus the analogy with optical

\[
q = (\hat{q}, \hat{q}) \quad \text{in the ground state,}
\]

\[
P_{\text{e}} \quad \text{is the parity of}
\]

\[
\text{Vibrational Raman (visible) Electronic Raman (X-ray)}
\]

<table>
<thead>
<tr>
<th>Pulse duration</th>
<th>-10 fs</th>
<th>-10 as</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energies</td>
<td>1–10 eV</td>
<td>+100 eV</td>
</tr>
<tr>
<td>Dynamics</td>
<td>Probes nuclear dynamics on different valence PESs</td>
<td>Probes valence excitations with different core occupations</td>
</tr>
<tr>
<td>Decay mechanisms</td>
<td>Fluorescence, IVR</td>
<td>Fluorescence, Auger</td>
</tr>
<tr>
<td>Slow system: low frequencies</td>
<td>Vibrations</td>
<td>Valence electrons</td>
</tr>
<tr>
<td>Fast system: high frequencies</td>
<td>Valence electrons</td>
<td>Core electrons</td>
</tr>
<tr>
<td>Absorption</td>
<td>Infrared</td>
<td>XANES</td>
</tr>
</tbody>
</table>

Figure 2

RIXS: resonant inelastic X-ray scattering

where

\[
e_i \quad \text{and} \quad c_i \quad \text{are basis orbitals.}
\]

\[
\text{dipole matrix elements can be calculated using}
\]

\[
\text{and the ground-state electronic} \quad \langle \hat{\psi} | \hat{\psi} \rangle \quad \text{and the two-electron states are represented consistently. The}
\]

\[
\text{in the ground state,}
\]

\[
P_{\text{e}} \quad \text{is the parity of}
\]
Raman is established, with the core and valence electrons playing the role of the fast and the slow degrees of freedom, respectively. Note that elastic Rayleigh scattering is not a special case of Raman scattering, but it has a different mechanism; the scattered radiation is coherent and has a well-defined phase, whereas in the Raman case, the phase is random and the average signal field vanishes (79). Using contemporary terminology, the matter and scattered photon are entangled in a Rayleigh process, but not entangled in the Raman technique.

Vibrational Raman spectroscopy may be described by expanding the polarizability perturbatively in the normal modes \( Q_i \) of the molecule,

\[
\alpha = \alpha_0 + \sum_i \frac{\partial \alpha}{\partial Q_i} Q_i + \sum_{ij} \frac{1}{2} \frac{\partial^2 \alpha}{\partial Q_i \partial Q_j} Q_i Q_j + \cdots, \tag{4}
\]

where

\[
Q_i = \sqrt{\frac{\hbar}{2m_0 a_i^0}} (a_i^0 + a_i), \tag{5}
\]

and \( a_i \) (\( a_i^0 \)) are boson creation (annihilation) operators. Similarly, in X-ray Raman scattering, we can expand the polarizability in the space of valence excitations as

\[
\alpha = \alpha_0 + \sum_{i,j} K_{ij} c_i^j c_j + \sum_{i,j,k} K_{ijk} c_i^j c_j c_k + \cdots, \tag{6}
\]

where \( c_i^j \) and \( c_i \) are the Fermi creation and annihilation operators for an electron in the \( i \)-th valence orbital. Electron-hole pairs represented by \( c_i^j c_j \) thus play the same role in X-ray Raman scattering as the vibrational oscillators \( Q_i \) in optical Raman scattering.

The dipole matrix elements that enter into Equation 3 in vibrational Raman spectroscopy can be calculated using the Condon approximation as

\[
\langle \Psi_g | \mu | \Psi_e \rangle \approx \mu_{eg} \langle \Phi_e (Q_1, \ldots, Q_N) | \Phi_g (q_1, \ldots, q_N) \rangle. \tag{7}
\]

The ground-state and excited-state molecular wave functions are products of vibrational (\(| \Phi_e \rangle \)) and electronic (\(| \Psi_e \rangle \)) wave functions, and \( \mu_{eg} \langle \Phi_e | \mu | \Phi_g \rangle \) is the electronic transition dipole connecting the two electronic states. In general, the vibrational normal modes in the excited state \( (Q_1, \ldots, Q_N) \) are not the same as those in the ground electronic state \( (q_1, \ldots, q_N) \). The two sets of modes are connected by a linear transformation \( Q_i = \sum_j S_{ij} q_j + d_i \), where \( S \) is the Duschinsky rotation matrix, and \( d \) represents the displacement of the potential minimum upon excitation. The overlaps \( \langle \Psi_e | \Psi_g \rangle \), known as Franck-Condon factors, are multidimensional integrals that may not be generally factorized into single-mode contributions. That the nuclei evolve transiently under a different potential before the system returns to the ground electronic state is responsible for the inelastic Raman scattering \( (g \neq g' \text{ in Equation 13})\).

Similarly, in X-ray Raman spectroscopy, core-excited eigenstates are represented by Slater determinants in which the orbitals are calculated in the presence of the core hole. Core-excited states are represented compactly from a reference that includes the strong effect of the hole self-consistently. These orbitals are generally different from ground-state orbitals. The core-excited \( (| \psi_e \rangle = \sum_k C_{ek} | q_1 \cdots q_N \rangle) \) and ground-state \( (| \psi_g \rangle = \sum_k C_{ek} | p_1 \cdots p_N \rangle) \) electronic wave functions are written as linear combinations of Slater determinants,

\[
| \tilde{q}_1 \cdots \tilde{q}_N \rangle = \sum_k (-1)^k \tilde{\phi}_k (r_1) \cdots \tilde{\phi}_N (r_N). \tag{8}
\]

\( q = \{ q_i \} \) are the occupied orbitals in the core-excited basis, and \( p = \{ p_i \} \) are the occupied orbitals in the ground state. The sum is over all possible permutations \( k = \{ k_j \} \) of these orbitals, and \( R_k \) is the parity of each of these permutations. In the many-body eigenstate description of the
core-excited molecule, the X-ray dipole matrix element can be written as a weighted sum of determinant overlaps.

The matrix element of the dipole operator can be calculated by tracing the single-electron operator \( \langle \epsilon | - i \frac{\partial}{\partial r} | \epsilon \rangle \) over the transition density matrix.

\[
\mu_{ij} = \sum_{ip} C_{ip}^* C_{ip} \sum_{i''j''} \mu_{i''j''} \gamma_{i'j'}^{ip}. \tag{9}
\]

For core-edge excitations, typically only the resonant transitions \( \mu \approx \sum \mu_{j''} \epsilon_{j''} \) + c.c., where \( \pi \) is the resonant core orbital, are considered. The transition density \( \gamma_{ij}^{ip} \) is between Slater determinants written using nonorthogonal basis functions and can be calculated using Löwdin's rules:

\[
\gamma_{ij}^{ip} = \det \left( \begin{array}{ccc} \langle \tilde{\epsilon}_i | \epsilon_j \rangle & \cdots & \langle \tilde{\epsilon}_i | \epsilon_{j''} \rangle \\
\cdots & \cdots & \cdots \\
\langle \tilde{\epsilon}_{N} | \epsilon_{j''} \rangle & \cdots & \langle \tilde{\epsilon}_{N} | \epsilon_{j''} \rangle \\
\end{array} \right). \tag{10}
\]

Equation 9 contains multidimensional electronic Franck-Condon factors between Slater determinants made of different orbitals. The overlap of two Slater determinants written in different bases is given in Equation 10 by the determinant of a subset of the overlap matrix between the two basis sets, including only the rows occupied in the bra and the columns occupied in the ket (80).

There are two possible causes for inelastic Raman transitions of vibrations. First, the dipole operator can change the vibrational state instantaneously upon electronic excitation through its dependence on the vibrational coordinate. However, even if the vibrational state does not change upon excitation, when the vibrational eigenstates in the ground and excited electronic states are different (owing to a change in the potential surface), then the excitation prepares a superposition of electronically excited vibrational states whose subsequent time evolution then changes the vibrational state. In the Condon approximation, the dependence of the electronic dipole operator on the nuclear coordinates is neglected, and only the second mechanism applies. Similarly, in the X-ray regime, the difference of orbitals with and without the core hole gives rise to electronic wave-packet evolution in the core excited state. Because the electronic dipole operator does depend on the valence state, this electronic Franck-Condon effect occurs in addition to direct dipole-coupled transitions between states with different core occupations.

Valence excitations can be represented by many-electron wave functions, which may be calculated by a broad arsenal of computational tools and approximations. It is hard to compute and visualize these wave functions that live in a high-dimensional space. An alternative approach that treats the valence excitations as a collection of quasiparticle boson oscillators provides a more intuitive picture (81). Boson techniques have a long history in X-ray spectroscopy; they were first employed to explain the X-ray edge singularity in metals (82–86). The Mahan-Nozieres DeDominicis Hamiltonian developed to explain this phenomenon treated the core hole as an instantly created coulomb potential for the valence electrons (87, 88). The many-electron dynamics can be formally mapped into composite bosons (89, 90). This approach offers new approximations that could reduce computational costs and offer useful physical insights into the nature of electronic excitations.

We next turn to time-domain Raman techniques. The two-pulse time-domain impulsive Raman technique became feasible in the 1990s (91). This technique is 1D as it depends on a single variable delay period (see Figure 3). Multiple-pulse 2D extensions were proposed (92) and realized experimentally in molecular liquids (93–95). Resonant excitation with visible light can be described using different contributions, "pathways," in which the system can be prepared either...
in the ground state or in the excited state. Ground-state vibrational dynamics can be studied by tuning the fields off-resonance and monitoring stimulated Raman processes. In the X-ray regime, we would like to use resonant excitation that exploits the localized nature of core transitions to prepare localized electronic wave packets. The lifetime of core-excited states is \( \sim 7.1 \) fs for nitrogen, \( \sim 5.0 \) fs for oxygen (96), \( \sim 1.1 \) fs for sulfur (97), and 0.4 fs for zinc (96). By limiting the observation window to longer delay times, we can solely probe the valence excitations. Soft or hard X-ray pulses with \( \sim 10\)-eV bandwidths can create superpositions of electronic excited states. We can thus combine the resonant selectivity of excitations at a desired atom with the ability to focus solely on valence excitations. Any core-excited population created by the pulses has decayed before the arrival of the next pulse. Researchers examined the feasibility of stimulated and coherent Raman experiments using the XFEL (98), and schemes for tailoring the electron bunches to generate pairs of attosecond pulses suited for stimulated X-ray Raman experiments have been suggested (99, 100).

Below we survey X-ray Raman techniques in increasing order of complexity. We start with RIXS, which is a spontaneous frequency-domain linear technique. We then discuss the simplest time-domain technique, 1D stimulated X-ray Raman spectroscopy (1D-SXRS), which involves

---

**Figure 3**

(a) Loop diagrams for 1D stimulated X-ray Raman spectroscopy (1D-SXRS). Pulse arrival times \( t_j \) and interpulse delays \( \tau_j \) are given on the right. Expressions for the signal (Equation 14) can be read directly off the diagrams. (b) Loop diagrams for 2D-SXRS. The four terms in Equation 18 correspond to the four diagrams, respectively. For example, contribution iv to 2D-SXRS can be written in the Schrödinger picture as \( \langle \alpha_3 G(t_2) \alpha_2 G(t_1) \alpha_1 \rangle \) or the Heisenberg picture as \( \langle \alpha_3(t_2 + \tau_2) \alpha_2(t_1) \alpha_1(0) \rangle \).
two impulsive pulses that result in a nonlinear signal scaling as $\sim f^2$ with the pulse intensities. Under certain conditions, 1D-SXRS is simply the Fourier transform of RIXS; however, it can also provide additional information. Finally, we describe 2D stimulated X-ray Raman spectroscopy (2D-SXRS), which uses three pulses, scales as $\sim f_3$, and provides higher-order correlation information.

### 3. SPONTANEOUS VERSUS STIMULATED X-RAY RAMAN TECHNIQUES

#### 3.1. Frequency-Domain Spontaneous Raman Scattering: Resonant Inelastic X-Ray Scattering

The optical resonant Raman technique probes those vibrational modes of a molecule that are perturbed by the selected electronic excitation; only modes whose potential is different in the ground and excited electronic states show Franck-Condon activity. In RIXS a core electron is excited into a vacant (virtual) orbital, and the core hole is then filled by another electron. Inelastic losses representing valence excitations can be created directly, when an electron other than the excited core electron drops into the core hole (a two-electron transition), or indirectly, when the Coulomb potential of the transiently created core hole creates valence excitations (78, 101, 102). The energy satellite spectra for the indirect process represent valence shake-up states and depend on the excitation frequency. Momentum-resolved RIXS (103) has been used to measure a spatial exciton density in LiF (104) and density disturbances in the electronic structure of disordered liquid water (105). Is$^2$p RIXS in transition metals has been reviewed by Glatzel & Bergmann (106). We note that inelastic loss and satellite lines result from two-electron transitions.

**Figure 4** displays the calculated RIXS spectrum for trans-N-methylacetamide [trans-NMA (CH$_3$CONHCH$_3$)], which is a model for the peptide bond, with the incident light tuned to the nitrogen K-edge. The RIXS intensity falls off as the laser frequency is detuned from the strong core-edge transition. The spectrum varies with $\nu_1$, as the intensity also depends on the transition dipole between the valence-excited state in question and the core-excited state in resonance with the laser frequency. When $\nu_1 = 401.7$ eV (the transition frequency for the lowest-energy N1s core-excited state), the valence-excited states $S_2$ and $S_1$ dominate the signal ($S_2$ are the excited singlet states in order of energy). When $\nu_1$ is tuned to the second core-excited state, these are replaced by a strong $S_3$ peak. When the excitation frequency changes to 406.5 eV (the ninth core-excited state), the dominant peak now corresponds to the $S_{10}$ state.

#### 3.2. 1D Impulsive Stimulated Raman Spectroscopy: 1D-SXRS

The 1D-SXRS signal is a time-domain extension of RIXS generated by two short pulses with a variable delay ([Figure 3](#)). An X-ray photon is absorbed from the first pulse, exciting a core electron to an empty spin orbital, and an electron drops into the core hole, emitting a photon. The process is repeated with a second pulse, and the signal, defined as the change in transmission of the second pulse due to the first, is recorded versus a variable delay $t_1$. The signal is displayed as the Fourier transform with respect to this delay,

$$ S_{1D}(Q) = \int_0^\infty dt_1 S_{1D}(t_1)e^{iQ t_1}. \tag{11} $$

Peaks in $S_{1D}(Q)$ represent valence excitations generated through electronic Franck-Condon factors with core-excited intermediates.
molecule that are different in the core electron is another electron. In molecules other than those with excitonic effects, the electronic density has been reviewed by V. Vogel (73). Excitations of the form 

\[ \langle \alpha_2(t_2)\alpha_1(t_1) - \langle \alpha_1(t_1)\alpha_2(t_2) \rangle \]  

Figure 3 shows the evolution of the many-electron wave function when subjected to two impulsive perturbations. The description of the process using these diagrams involves both forward and backward time evolution. The 1D-SXRS signal is given by the two diagrams shown (111) in Figure 3a, which yield the following two contributions, respectively:

\[ S_{1D}(T_2 - T_1) = \langle [\alpha_2(t_2)\alpha_1(t_1) - \langle \alpha_1(t_1)\alpha_2(t_2) \rangle] \rangle, \]  

where the operators are written in the Heisenberg picture. In Equation 12 and below, angular brackets \( \langle \rangle \) denote expectation values with respect to the ground state \( \langle g_0|A|g_0 \rangle \). The signal is given by the difference between two time correlation functions of the effective polarizability.

An alternative ladder diagram approach is based on the many-body density matrix (rather than the wave function) and only requires forward evolution, which is more intuitive. However, for many-body problems the wave-function approach is much more practical, at the price of having to deal with backward evolution.
which generalizes Equation 3 to include the broad pulse envelopes

$$a_{j'g'} = \sum_r \frac{\langle e_j \cdot V_{g'} \rangle \cdot V_{g'}^*}{2\pi} \int_{-\infty}^{\infty} d\omega_1 \frac{E_r^*(\omega_1)}{\omega_1 + \omega_j - \omega_{g'} + i\Gamma_r},$$  \hspace{1cm} (13)$$

where $e_j$, $E_j$, and $\omega_j$ are the polarization vector, spectral envelope function (centered at zero), and carrier frequency of the $j$-th pulse, respectively. $a_j$ selectively excites valence transitions $g' \leftarrow g''$, whose frequencies lie within its bandwidth. Owing to the denominator of Equation 13, the Raman amplitude is enhanced when the carrier frequency is resonant with a core transition.

Equation 12 may alternatively be recast in the Schrödinger picture as

$$S_{1D}(t_1) = \Re \left[ \langle \alpha_2 G(t_1) \alpha_1 \rangle - \langle \alpha_1 G(t_1) \alpha_2 \rangle \right],$$  \hspace{1cm} (14)$$

where we have set the ground-state energy to zero. The physical picture of the process is as follows. In the first term, interaction with the first pulse through $\alpha_1$ creates a valence wave packet. The retarded Green’s function $G$ describes the forward time evolution of the free molecule during the delay $t_1$:

$$|\psi(t_1)\rangle = G(t_1) |\alpha_1 \rangle = \sum_{g'} \alpha_{1g'g} e^{-i\omega_{g'g}t_1} |g'\rangle.$$  \hspace{1cm} (15)$$

This is finally projected onto the state $|\alpha_2 \rangle$ by the second pulse. The valence-excited states composing the wave packet in Equation 15 can be represented as linear combinations of electron-hole excitations,

$$|g'\rangle = \sum_{a} C_{g'a}^\dagger e_{a}^\dagger |\alpha_1 \rangle,$$  \hspace{1cm} (16)$$

where $e_{a}^\dagger$ ($e_{a}$) is the creation (annihilation) operator for the virtual (occupied) orbital $a$ ($i$). In the second term of Equation 14, a valence wave packet $\alpha_2 |\alpha_1 \rangle$ is created by the second pulse; the advanced Green’s function $G^\dagger$ then propagates it backward during $t_1$ until it is finally projected onto $|\alpha_2 \rangle$ by interaction with pulse 1. A compact visualization of these particle-hole wave packets may be obtained by using natural transition orbitals that represent the reduced single electron particle and hole density matrix (116, 117).

1D-SXRS generalizes RIXS in two ways. First, a two-color setup is possible in which pulses 1 and 2 are tuned to be resonant with different core transitions. This allows one to prepare a wave packet in the vicinity of one atom and probe it around a second atom; RIXS is limited to one color. Second, in RIXS the polarizations of the field exciting the molecule and the emission may be varied independently. In SXRS, both excitation and emission are stimulated by the same pulse and must have the same polarization, but the relative polarizations of the two pulses can be varied. From Equation 13, we see that $a$ contains scalar products between the field polarization vector and the molecular dipole moments for the upward and downward transitions, making $a$ a second-rank tensor. For an isotropic ensemble of molecules, the signal must be averaged over all lab-frame orientations of the molecules. There are three independent tensor signal contributions for third-order signals, such as RIXS, 1D-SXRS, and the photon-echo technique discussed below (118). In RIXS, it is possible to send the incident and scattered radiation through independent polarization filters so that the two stimulated upward transitions interact with the same lab-frame polarization. Similarly, the two spontaneous downward transitions interact with the same polarization (76). In 1D-SXRS, however, the first (second) up-and-down transitions interact with the lab-frame polarization of the first (second) pulse. In a system of randomly oriented molecules, by setting the polarization vectors of the first and second pulses at the magic angle relative to each other (where $3 \cos^2 \theta - 1 = 0$), one can isolate the signal contribution that depends only on the isotropic polarizability.

Unlike RIXS and may not be performed in a core-hole free regime. An Auger process may be used for a non-Raman analysis.

Figure 5 shows the Raman signal from an elastic scattering of excited states. The excited state (oxygen first) is the one-color transient peak (oxygen first) and may be perturbed by the effective core potential. The effective core potential is a corollary of the complex
 excited states of electron

(15)

Calculated stimulated X-ray Raman spectra of trans-NMA; both pulses are polarized parallel to the laboratory V axis. We use Gaussian pulses, 128-as full width at half-maximum in intensity, with the center frequency set to either 401.7 eV (Nls) or 532.0 (Ols). Pulse sequences for the two-color signals (bottom row) are given from left to right in chronological order; i.e., in ON the O pulse come first and the N pulse comes second. Figure reprinted with permission from Reference 107. Copyright 2012.

polarizability,

\[ \tilde{\alpha} = \sum_{\nu=x,y,z} \alpha^{(\nu)} \]  

(17)

which is a scalar. It is not possible to have an RIXS signal that depends only on \( \tilde{\alpha} \).

Unlike RIXS, \( S_{1D}(\Omega) \) results from the interference of the two pathways shown in Figure 3a and may not be written in the Kramers-Heisenberg form. The signal is collected in the time domain and is Fourier transformed. The interpulse delay \( t_i \) should be kept longer than the core-hole lifetime (> 10 fs). Core-excited populations will then decay to an ionized state through an Auger process and will not contribute to the signal (114). For shorter delays, additional non-Raman core-excitation contributions must be taken into account, which complicates the analysis.

Figure 5 displays the calculated modulus of the 1D-SXRS spectra for trans-NMA. An intense elastic scattering (\( g' = g \)) at \( \Omega = 0 \) is not shown. The peaks are labeled by the corresponding excited state \( S_j \). The single-color NN signal (where both pulses are tuned to the nitrogen K-edge transition) is dominated by \( S_1 \), which is absent from the OO signal. The different intensities for the one-color signals reflect the degree to which a given valence-excited state is perturbed by the transient presence of a core hole on either an oxygen or a nitrogen atom. The two-color ON (oxygen first, then nitrogen) and NO (nitrogen first) signals contain peaks from valence states that are perturbed by both core holes and show up in both the NN and OO signals. Far off-resonance, the effective polarizability is purely real, the two terms in Equation 14 are complex conjugates of each other, and the ON and NO signals are identical (time-reversal symmetry). On resonance, \( \alpha_{g'g} \) is a complex number and \( \alpha \neq \alpha^* \). The difference of the two signals provides information on the complex phase of the effective polarizability.
3.3. 2D Impulsive Stimulated Raman Scattering: 2D-SXRS

2D-SXRS extends 1D-SXRS by adding one more pulse (Figure 3). 2D correlation plots are generated by varying the two interpulse delays \( t_1 \) and \( t_2 \). During these delays, the system is in a coherence either between a valence-excited state and the ground state or between different valence-excited states.

The 2D-SXRS signal is described by the four loop diagrams shown in Figure 3, which result in the following expression:

\[
S_{2D-SXRS}(t_1, t_2) = \beta \left( [\alpha_1 G(t_2) \sigma_0 G(t_1 + t_2) \sigma_1] - \alpha_1 G(t_1) \sigma_1 G(t_2) \sigma_0 - \alpha_1 G(t_2) \sigma_0 G(t_1) \sigma_1 \right).
\] (18)

Equation 18 contains interfering contributions of various forward and backward evolution periods. In diagram iii in Figure 3b, for example, we first excite with \( \alpha_2 \), creating the state \( \sigma_0 \), propagate forward for \( t_2 \), then act with \( \alpha_3 \), propagate backward for \( t_1 + t_2 \), and finally project the valence wave packet into \( \sigma_1 \).

The 2D signals are displayed as frequency-frequency correlation plots:

\[
S_{2D-SXRS}(Q_1, Q_2) = \int_0^\infty dt_1 \int_0^\infty dt_2 e^{iQ_1 t_1 + iQ_2 t_2} S_{2D-SXRS}(t_1, t_2).
\] (19)

Figure 6 depicts the OOO 2D-SXRS spectrum of trans-NMA, together with several 1D horizontal and diagonal traces. For comparison, we also show the corresponding traces from the OON pulse sequence. These two signals differ only in the frequency of the third pulse. In both, the first and the second pulses are resonant with the oxygen K-edge, whereas the third is resonant with nitrogen (OON) or oxygen (OOO). A trace along the diagonal line \( Q_1 = Q_2 \), shown in Figure 6a, is similar to the OOO 1D-SXRS signal, with narrower line widths.

The off-diagonal \( Q_1 \neq Q_2 \) peaks seen in Figure 6b,c result from interference between diagrams ii and iv in Figure 3. Only off-diagonal peaks carry information about the polarizability matrix elements between valence-excited states. The diagonal peak at \( (\Omega_1, \Omega_2) = (8.95 \text{ eV}, 8.95 \text{ eV}) \) in Figure 6b, for example, depends on products such as \( \alpha_{\sigma_0 \sigma_1 \sigma_0} \), \( \alpha_{\sigma_1 \sigma_0 \sigma_1} \), where the polarizability between the ground and valence-excited states, which determine the 1D SXRS signal, is multiplied by a diagonal element of the polarizability. Figure 6d-f shows diagonal traces for which \( \Omega_2 \) is equal to the difference between two valence-excitation frequencies. The peaks in Figure 6d result from interference between diagrams i and iii in Figure 3. 2D signals probe molecular valence excitations in greater detail than the 1D techniques.

Another control knob is provided by the polarizations of different pulses that may be varied independently to yield the various components of the nonlinear response tensor (119). The signal is given by a linear combination of three-point correlation functions of the tensor components of the dipole operator, weighted according to the polarizations of the applied fields. It is possible to design 2D-SXRS signals in an ensemble of randomly oriented molecules that are given by a linear combination of correlation functions of the isotropic polarizability (Equation 17) (118), greatly simplifying interpretation and analysis. This is accomplished by the super-magic-angle configuration (120).

3.4. Direct Observation of Core Excitations by X-Ray Four-Wave Mixing

Raman techniques require no phase control of the pulses and may be performed in a simple collinear geometry. Because we use the core transitions as a trigger and observe only valence excitations, the time window is determined by the lifetimes and dephasing times of valence states,
The OON 2D stimulated X-ray Raman spectrum of \textit{trans}-NMA, plotted using a nonlinear scale. (Right column) Horizontal and diagonal slices, plotted using a linear scale, of the 2D spectrum on the left (red). The corresponding traces from the OON (\textit{dashed, blue}) technique demonstrate the effect of changing the probe pulse in the three-pulse sequence. Figure reprinted with permission from Reference 107. Copyright 2012.

which can be hundreds of femtoseconds. The direct observation of core excitations is more tricky because of the shorter time window (few femtoseconds) limited by Auger processes and the stringent requirements for phase control.

Schweigert & Mukamel (121) proposed the use of X-ray photon-echo signals and simulated them for the \textit{para}, \textit{meta}, and \textit{ortho} isomers of aminophenol. This is a four-photon stimulated process in which the molecule interacts with four short pulses with wave vectors $k_1, k_2, k_3,$ and $k_4$ (in chronological order), where $k_1 = -k_2 + k_3 + k_4$ (see Figure 7a). The signal is given by the change in transmission of the $k_1$ pulse induced by the other pulses. In the semiclassical theory of radiation-matter coupling, this four-wave mixing process is described in a different language: The interaction of the molecule with the first three pulses creates a polarization. This generates a signal field that is heterodyne detected by interfering it with the fourth pulse. In a quantum description of the fields, all four fields are treated on the same footing. The dominant contributions to the induced polarization come from specific third-order interactions with the fields (29). These are known as excited-state stimulated emission, ground-state bleach, and excited-state absorption (Figure 7b).

In the excited-state stimulated emission and excited-state absorption, pathways in both branches of the loop are in a core-excited state during the second delay period (usually called the population or waiting time in optical and IR photon-echo studies). The third pulse then either stimulates emission down (stimulated emission) or gets absorbed to a higher state (excited-state absorption).
X-ray photon-echo signals were also simulated in Watson-Crick base pairs in DNA at the nitrogen K-edge (122). Unlike the aminophenol isomers discussed above, the base pairs have multiple nitrogen atoms with different chemical environments, which produce a chemical shift of a few electron volts. Therefore, excitation with a broadband X-ray pulse will create a superposition of core-excited states with the core hole on amine or imine nitrogen atoms. The effect of different geometries may then be investigated. This study suggests that cross-peak widths and intensities in the nitrogen K-edge 2D X-ray correlation spectroscopy signal can be used to assign the relative geometry of two nucleobases. Four-wave mixing in systems with multiple resonant cores is analogous to homonuclear NMR, whereas multicolor experiments resemble heteronuclear NMR (123).

The $k_1$ signal may be used to trace the origin of the Raman resonances that contribute to the 1D- and 2D-SXRS signals. We take $t_2$ to be long compared with the core-excited lifetimes, allowing us to focus only on the ground-state-bleaching contribution, in the same way as discussed above with 1D-SXRS. This contribution to the $k_1$ signal is similar to the 1D-SXRS spectrum when $t_1$ and $t_3$ are set to zero (note the similarity between the middle diagram of Figure 7b and the top right diagram in Figure 3a). The signal is recorded versus the three delay times $t_1$, $t_2$, and $t_3$ and is subsequently Fourier transformed to give the 3D signal (by direct extension of Equation 18):

$$S_{k_1}^{GSB}(-\Omega_1, -\Omega_2, \Omega_3) = \sum_{\epsilon_1, \epsilon_2, \epsilon_3} \frac{\epsilon_1^\dagger(\omega_1 - \omega_{g'})\epsilon_2^\dagger(\omega_{r'g} - \omega_1)\epsilon_3^\dagger(\omega_4 - \omega_{g'})\epsilon_4^\dagger(\omega_{g'} - \omega_1)V_{r'g}^\dagger V_{g'}^\dagger V_{g'}V_{g'}^\dagger}{(-\Omega_1 + \Omega_{g'} + i\Gamma_{g'})(-\Omega_2 + \Omega_{g'} + i\Gamma_{g'})}\epsilon_1\epsilon_2\epsilon_3.$$  \hspace{1cm} (20)

This expression reveals how the pulse bandwidths select the various relevant core transitions.

Figure 8 depicts the $k_1$ signal for the amino acid cysteine, with all four Gaussian pulses tuned to the nitrogen core edge (full width at half-maximum of 128 as, 14.2 eV) (124). We focus on the 5 eV $\leq \Omega_2 \leq 13$ eV region corresponding to the valence-excited states that contribute to the 1D-SXRS spectrum. We also show horizontal 2D slices of the 3D plot for constant $\Omega_2$ values corresponding to the three most prominent peaks in the 1D-SXRS spectrum. In this way, we are able to determine which core-excited state is coupled to which valence-excited state. Some of the valence states (e.g., peak a) are associated with a single core-excited state. This indicates a single-particle transition in which the core electron is promoted to an unoccupied valence orbital, following which an electron from an occupied valence orbital then falls in to fill the core hole, leaving a single electron-hole pair in the valence band. Two core-excited states contribute to peak b, indicating that this valence excitation may not be described in a single-particle picture. Multiple,
Figure 8

(Right panel) A 3D plot of $S^{2SR}_{3D}(-\Omega_1, -\Omega_2, \Omega_3)$ calculated for the amino acid cysteine. All four Gaussian pulses are tuned to the nitrogen core edge (128-as full width at half-maximum, 14.2 eV), along with the 2D projections. We show only the $\Omega_2 > 0$ region to focus on the relation to the stimulated Raman signal (far left panel). (Middle panel) 2D slices of the 3D signal for constant $\Omega_2$ corresponding to a given valence excitation.
nearly degenerate core-excited states contribute to peak c. Thus the 3D photon echo can unravel the various pathways that contribute to a given SXRS peak.

3.5. Detecting Multiple Core Holes by Double-Quantum-Coherence Four-Wave Mixing

DCH states, created through the absorption of two X-ray photons, exist in two varieties: single site and two site. Recent experiments (125) demonstrated the sensitivity of the DCH energy to the chemical environment (i.e., the chemical shifts are nonadditive). Using intense pulses with energies far above the K-edge, investigators measured the single and double ionization potentials of several di- and triatomic molecules by kinetic-energy-resolved photoelectron spectroscopy. Chemical shifts, the difference between the double ionization potential and twice the single ionization potential, were observed for both single-site and two-site states. The former states exhibit a rather large chemical shift, between 70 and 90 eV for carbon, oxygen, and nitrogen. The latter chemical shifts are between 10 and 16 eV and strongly depend on the bonding environment of the atoms in question. For example, the shift for the O-1C-1 two-site state is 11.2 eV in carbon dioxide and 16.3 eV in carbon monoxide, in excellent agreement with theoretical predictions (126).

2D X-ray correlation spectroscopy can provide a unique insight into the dynamics of two-site DCH states. 120-as X-ray pulses have a bandwidth of ~21.5 eV (full width at half-maximum in intensity), covering ground to single core-hole transitions as well as single (e) to DCH (f) transitions. The signal in the $k_{111} = k_1 + k_2 - k_3$ direction provides a unique window into the DCH state (127, 128). This technique, the X-ray analog of double-quantum coherence in NMR (123), has been demonstrated to show high sensitivity to exciton coupling in the IR (129, 130) and the visible spectra (131, 132). Only two excited-state absorption pathways contribute to this signal, both involving DCH states, and the signal is proportional to

$$\frac{1}{\Omega_3 - \omega_{fg} + i\Gamma_{fg}} - \frac{1}{\Omega_3 - \omega_{fe} + i\Gamma_{fe}},$$

(21)

where $\omega_{fg}$ is the energy difference between the ground and singly core-excited state, and $\omega_{fe}$ is the energy difference between doubly and singly core-excited states. The two pathways interfere destructively if the two core transitions are uncoupled (i.e., when $\omega_{fg} = \omega_{fe}$). This entire signal is thus induced by the coupling between core transitions, giving it extra sensitivity to many-body effects (133).

The new era of attosecond core spectroscopy poses important theoretical and computational challenges to many-body theory. Resonant X-ray spectroscopy signals require core-excited states that lie high above many valence-excited states. Conventional protocols for valence-excited state simulations, which calculate the eigenstates from the bottom up, become tedious. In addition, core electrons are close to the nucleus and carry high kinetic energies. Relativistic effects should be considered for systems with heavy atoms, and self-interaction correction is necessary. For density functional theory methods, nonadiabatic dynamics for superpositions of many-electron states is a challenge as core electrons are localized (134). Time-dependent density functional theory within the adiabatic approximation, the most popular quantum chemistry method for excited states, can deal with single core-excited states; however, it cannot handle double or multiple core-excited states. All these issues make calculations for core-excited state more challenging than those for valence-excited states.

If the photon energy is above the ionization threshold of the system studied, metastable states (resonances) might be created. Resonances are eigenvectors of non-Hermitian Hamiltonians (135) on which the numerical algorithms for Hermitian quantum mechanics may not apply. This poses a great computational challenge for matrix methods, and functional response theory gives an improved accuracy.

4. CONTR...
4. CONTROL PARAMETERS IN X-RAY NONLINEAR SPECTROSCOPIES

4.1. Wave Vectors and Phases of the Applied Pulses

Many types of control knobs are commonly used to refine the information in optical spectroscopy. Here we briefly describe their potential use in the X-ray regime. The wave vectors and phases of the applied pulses may be used to separate and resolve different contributions (pathways) to nonlinear optical signals. The electric field may be represented as

$$E(r, t) = \sum_j e_j E_j(t) \exp(\text{ik}_j \cdot r - i \omega_j t + i \phi_j) + \text{c.c.} \quad (22)$$

The phases \(\phi_j\) and wave vectors \(\text{k}_j\) enter in a similar way and offer equivalent methods for pathway selectivity. Each possible combination of wave vectors \(\pm \text{k}_1, \pm \text{k}_2, \pm \text{k}_3\) generates a signal that appears in a distinct direction and probes a certain group of pathways (as can be seen from the diagrams). By looking at a particular direction, we get some pathway selectivity. Alternatively, one can perform the experiment in a collinear geometry in which all the signals appear on top of each other. Nevertheless, it is possible to recover the same pathway selectivity by repeating the measurement with different phases and selecting the desired component with the desired phase \(\pm \phi_1, \pm \phi_2, \pm \phi_3\). Eight independent choices of phase are needed to separate the eight contributions.

This protocol, known as phase cycling (138, 139), allows one to use fluorescence detection in high-Z atoms and even carry out the experiment on a single molecule (140). NMR measurements must use phase cycling because the radio wavelength is larger than the sample size and the signals are isotropic.

4.2. Spectroscopy with Quantum or Stochastic Fields

XFEL pulses are intense \([10^{12} \text{ photons at } 8 \text{ keV (15)}]\) but noisy. Harmonic sources are coherent but much weaker (e.g., \(\sim 10^5 \text{ photons in } 1\% \text{ of the bandwidth at } 1 \text{ keV} (23)\)). Although most nonlinear X-ray techniques require both bright and coherent sources, some techniques can make use of the noise. In the 1980s, investigators used noisy nanosecond sources to perform femtosecond measurements, utilizing the short correlation time \((29, 141, 142)\). The noisier the source is, the shorter the field correlation time and the better the time resolution! Theoretical studies have shown that the noise in XFEL pulses may increase the efficiency of DCH ionization (70).

The nonlinear response can be written as a product of two multipoint correlation functions: one corresponding to the material and one to the field, i.e.,

$$S(t_\text{a}) \propto \int \ldots \int [\mu(t_\text{a}) \ldots \mu(t_1)] [E(t_\text{a}) \ldots E(t_1)] dt_1 \ldots dt_{\text{a}-1}. \quad (23)$$

The signals thus depend on multipoint correlation functions of the field rather than the field amplitudes themselves. Raman and four-wave mixing signals depend on four-point correlation functions of the field. The same approach may also be used to describe fields of a quantum nature, such as entangled photons (143-146), that are characterized by different types of correlation functions. New types of multidimensional signals are then possible by varying the parameters of the photon wave function.
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4.3. Means of Detection: Photons Versus Photoelectrons

X-ray fields can ionize the molecule, and the ejected electrons' energies and angular properties can be resolved \((147, 148)\). Pairing the X-ray pulse with an actinic optical pump that prepares the molecule in a nonequilibrium state can result in other types of multidimensional signals. The molecule can be excited by multiple pulses. The last pulse is ionizing, and the photoelectron is detected. The phase cycling protocol can be used to select pathways as is done in the case of photon detection. Photoelectron detection is typically more sensitive than photon detection.

The dependence of the angle-resolved photoelectron current on the electronic state of the molecule was examined theoretically \((149)\). The time-resolved photoelectron current can be written in terms of dipole transitions between a time-dependent effective single-particle field, called the Dyson orbital \((149)\), and the measured photoelectron. The Dyson amplitude for destroying an electron in the orbital \(i\) if the molecule in the core-excited state \(|\psi_i\rangle\) is

\[
d_f^i = \langle \psi_{i}^{N-1} | c_{i} | \psi_{f}^{N} \rangle.
\]

(24)

The Dyson orbital is a linear combination of orbitals weighted by these amplitudes,

\[
\phi_{df}(r) = \sum_{j} d_{f}^j \phi_{j}(r).
\]

(25)

The dipole operator that couples the many-body excited states can be written as a single-particle dipole operator:

\[
\mu_{df} = \sum_{i} \int \phi_{df}^*(r) r \phi_{if}(r) dr.
\]

(26)

All information on the time evolution of the many-body wave packet is encoded in the time dependence of this single-particle Dyson orbital. These orbitals have been used to investigate the time-resolved photoelectron spectra of optically excited pulses \((149)\) and to trace the nuclear motion of molecules on valence-excited-state potential energy surfaces \((150)\).

4.4. Pulse Shaping: Intrapulse Phase Control

Pulse shaping \((27, 138, 151)\) controls the amplitude and phase of various modes of the field, written as \(e^{i\phi(t)}\), and may be used to optimize the nonlinear optical and Raman signals and highlight desired features. The experimental difficulties for X-ray pulse shaping are daunting, but technological progress in this area is proceeding rapidly. The expression for the effective polarizability given in Equation 13 can be easily extended to cover the possibility that the upward and downward transitions are facilitated by different coincident pulses. In the optical domain, there has been much success in using a narrowband pulse to electronically excite the system, which is then de-excited by a broadband pulse \((152, 153)\). Another possibility is to split the Raman pulse into a train of pulses, whose interpulse delays are set to match the inverse of the Raman transition frequency \((91)\). We can thus selectively excite a single Raman active mode at the expense of other allowed transitions. Another dimension can be added by dispersing the frequency of the signal \((156)\).

By gaining the degree of control over spectral phase and amplitude for attosecond X-ray pulses that is currently available for femtosecond pulses in the optical regime, it may become possible to sculpt valence-electron wave packets. When paired with recursive optimal control algorithms, it should be possible to control, for example, charge migration or energy-transfer processes \((154, 155)\).
SUMMARY POINTS
1. New X-ray light sources will enable nonlinear spectroscopy of core excitations in molecules.
2. Stimulated X-ray Raman spectroscopies launch and probe valence-electron wave packets through core-excited-state intermediates.
3. X-ray four-wave mixing can reveal coupling between core-excited states.
4. Pulse wave vectors, phases, polarizations, and delays can be used to control the nonlinear signals.

FUTURE ISSUES
1. More elaborate pulse sequences can be designed to apply the rapidly developing X-ray light source technology to the exploration of fundamental questions regarding many-body interactions in molecular systems.
2. By adapting existing coherent, classical, nonlinear techniques to experiments using quantum and noisy sources, investigators can design new classes of signals, and additional opportunities to measure them with existing XFEL sources will be made possible.
3. Complete control over the phase and amplitude of an intense X-ray pulse would allow sophisticated shaping techniques used in optical and IR spectroscopy to be applied to the X-ray regime.
4. Simulations and experimental studies will be required to apply these techniques to study charge and energy transfer in systems such as photosynthetic complexes, donor-acceptor complexes, and semiconductor excitonic systems.
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