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Double-core excitations in formamide can be probed by X-ray
double-quantum-coherence spectroscopy
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The attosecond, time-resolved X-ray double-quantum-coherence four-wave mixing signals of for-
mamide at the nitrogen and oxygen K-edges are simulated using restricted excitation window
time-dependent density functional theory and the excited core hole approximation. These sig-
nals, induced by core exciton coupling, are particularly sensitive to the level of treatment of elec-
tron correlation, thus providing direct experimental signatures of electron and core-hole many-
body effects and a test of electronic structure theories. © 2013 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4798635]

I. INTRODUCTION

New attosecond X-ray table top sources1, 2 and
X-ray free electron lasers (XFEL)3, 4 will extend nonlinear
spectroscopic techniques, originally developed to study va-
lence excitonic systems, to molecular core excitations. XFEL
sources are bright enough to saturate the core-excitation
transitions,5, 6 and should enable fundamental questions about
the quasiparticle description of many-electron states to be
experimentally addressed. Nonlinear techniques designed to
probe quantum correlations in systems at lower energies with
slower dynamics may thus be extended to the X-ray frequency
regime. The core electrons are tightly bound to specific atoms
and are strongly coupled to a slower bath of correlated va-
lence electrons shared between atoms. 1D- and 2D-stimulated
X-ray Raman techniques have been proposed to examine
valence electron dynamics using core holes as ultrafast
switches.

This paper focuses on doubly core-excited states
(DCESs), in which the main players are the static core
holes and the virtual orbitals. These states correspond to
the high-energy limit of double valence excitations, which
are challenging to treat with density functional theory
(DFT) methods.7 Multiply excited states can be prepared by
short and intense laser pulses.8 It has been suggested that
DCESs carry information about the chemical environment
of a selected atom in double photoionization core-excitation
spectroscopy.9–11 Recent experimental12, 13 and theoretical9, 11

work demonstrated a static frequency shift of doubly-core-
photoionized states that depends on their local chemical en-
vironment. The double-quantum-coherence (DQC) signal14

preferentially targets doubly excited states in an excitonic
system.15 This signal strongly depends on the coupling be-
tween excitons; infrared DQC signals, which have been used
to study vibrational couplings in the amide I band,16 sen-
sitively depend on anharmonicities, vanishing for harmonic
vibrational systems. In the visible, DQC has been used to
investigate the excitations of a dye molecule in ethanol,17 and
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theoretical studies have demonstrated a strong dependence on
electron correlations in model two and three-level semicon-
ductor systems.18 DQC can monitor the breakdown of mean-
field theories of electron correlation in molecular systems.
This technique has also been applied to measure spin selected
biexciton coupling using circularly polarized pulses,19, 20 and
interatomic couplings in a dilute potassium vapor.21 The X-
ray version of this technique (XDQC) is sensitive to correla-
tion and exciton scattering in DCESs, making it an attractive
experimental test for many-body electron structure techniques
for strongly correlated systems.22–24 XDQC detects only sys-
tems in which the single core excitations affect each other and
the doubly core-excited wavefunction may not be factorized
into an outer product of two singly core-excited wavefunc-
tions. For uncoupled core excitations, two contributions to the
signal (see Sec. IV) with opposite signs cancel out and the
signal vanishes. Incomplete cancellation therefore provides a
sensitive measure of correlation between core excitations.

Core-excited states can be calculated at various levels of
theory. The XDQC signal was first simulated for all nitrogen
excitations of isomers of aminophenol with a simple equiva-
lent core approximation (ECA), which describes the effect of
the core hole on the valence excited states.25 In this study we
employ restricted excitation window time-dependent density
functional theory (REW-TDDFT),26–32 a response formalism
that incorporates the core-hole-valence coupling through an
exchange-correlation functional. This approach was recently
used to calculate the single core excitations and stimulated
X-ray Raman signal of cysteine.33

Here we simulate the XDQC signals of formamide, a
small organic molecule containing carbon, nitrogen, and oxy-
gen, which is often used as a model for the peptide backbone
in proteins (see Fig. 3). Its X-ray spectra has been investigated
both experimentally34–36 and theoretically.37 Formamide has
been used as a benchmark in theoretical studies of double
core hole spectroscopy38, 39 and in molecular dynamics40 and
vibrational spectroscopy applications.41, 42

We summarize the theoretical methods and computa-
tional challenges of double excitations in Sec. II. Our treat-
ment of core and valence excited states is presented in
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Sec. III. Sum over states expressions for XDQC signals in-
volving the core-excited eigenstate frequencies and transition
dipole matrix elements are given in Sec. IV. We then apply the
REW-TDDFT to calculate the orientationally averaged X-ray
absorption near edge structure (XANES) and XDQC signals
of formamide at the N and O K-edges. The results are dis-
cussed in Sec. VI.

II. ELECTRONIC STRUCTURE SIMULATIONS
OF DOUBLE EXCITATIONS

Electronic excited states can often be represented as lin-
ear combinations of single excitations, where a single elec-
tron is promoted from an occupied to a virtual orbital. Some
of the most popular and inexpensive computational methods
for excited states, such as configuration interaction singles
(CIS) and TDDFT, are based on this picture. While often
adequate for molecules or high bandgap materials they fail
badly for double excitations in conjugated or metallic systems
with strong valence band correlations. Double-exciton states,
which are common in molecular crystals43 and materials with
strong spatial localization,44 also play a role in conical in-
tersections, long-range charge-transfer excitations and au-
toionizing resonances.7 Low-lying excited states in polyenes
with significant double-excitation character are notable ex-
amples in which the single excitation picture fails qualita-
tively to describe the system.45–52 Strong double-excitation
features in XANES spectroscopy have been reported for fer-
rocene and ferrocenium compounds,53 and it has been shown
that double or higher-order excited configurations are neces-
sary to construct the spin-symmetry-adapted wavefunctions
of molecules with open-shell ground states.54–57

Formally any state with energy close to the sum of two
single excitation energies can be considered a double exci-
tation. However this may not be always justified. The dou-
bly excited states in polyenes mentioned above are exam-
ples where this assignment completely breaks down, since
they are lower in energy than any single excited state.48 To
define double excitations, we must first specify the refer-
ence single-particle theory and define the orbitals and their
energies. In some cases a Hartree-Fock ground state refer-
ence suggests a significant double-excitation character for
an excited state while a Kohn-Sham ground state reference
does not.7, 55 Various high-level ab initio methods also show
very different double-excitation character,48, 58 since DCESs
are directly related to correlation. The XDQC technique cre-
ates DCESs by using two pulses. In contrast with valence
shake-up excitations in XANES induced by the core-hole
Coulomb interaction, in two photon core excitation each core
is prepared by a different photon. In this paper we consider
the valence relaxation in the field of the first core hole ex-
plicitly, and neglect any accompanying Auger, nuclear, or
electronic processes within the very short duration of the
measurement.

High-level ab initio techniques are usually required to
handle double excitations in the valence band.59 These in-
clude complete active space self-consistent field (CASSCF),
complete active space perturbation theory of second order
(CASPT2),51 coupled cluster (CC),60 multireference con-

figuration interaction (MRCI),52, 61 symmetry-adapted clus-
ter configuration interaction (SAC-CI),62 algebraic diagram-
matic construction (ADC),48–50 and multireference Møller-
Plesset perturbation theory (MRMP).46, 58 These accurate
techniques are computationally expensive and limited to small
molecular systems such as polyenes with several carbon
atoms.

TDDFT63, 64 balances accuracy and computational cost
for excited states. Most implementations invoke the adiabatic
approximation, by assuming that the exchange-correlation
(XC) kernel, the second functional derivative of the XC en-
ergy with respect to density, is frequency independent. Maitra
et al.65 showed that a frequency-dependent XC kernel is nec-
essary to correctly describe a state with a strong double-
excitation mixing. Double-excitation energies using the adi-
abatic form of the quadratic response are simply the sums of
two single excitation energies,7, 66, 67 unlike early claims to the
contrary.68 These trivial double-excitation energies may not
be found within the Tamm-Dancoff approximation.69 Maitra
et al.65 also proposed dressed TDDFT to remedy this defi-
ciency; deriving a frequency-dependent XC kernel in which
single excitations are mixed with spectrally isolated double
excitations. This approach has been applied and tested.70–73

Its major weakness is the need to assign the mixed single and
double excitations a priori.

Many additional density functional methods have been
proposed for doubly-excited systems. Casida had added non-
DFT many-body polarization propagator correction based on
the Bethe-Salpeter equation to the XC kernel.54 This nona-
diabatic XC kernel includes the dressed TDDFT kernel as
a special case if the ground state has a closed shell. Addi-
tional frequency-dependent XC kernels accounting for dou-
ble excitations in finite and correlated systems were derived
recently from the Bethe-Salpeter equation.44, 74 The spin-flip
(SF) approach75–79 is also a promising method for generating
double excited states from a triplet single-reference state, in
which electrons are excited to an orbital with a different spin.
The SF approach can be employed to both wavefunction-75–78

and TDDFT79 based methods. In the original implementa-
tion of SF-TDDFT, the coupling of SF excitations entered the
linear response equation only through the Hartree-Fock ex-
change component in the hybrid XC functionals. Wang and
Ziegler overcame this limitation by a noncollinear formula-
tion of the XC potential.80 Recent assessment and applica-
tions of SF-TDDFT are given in Refs. 81–84. The real-time
approach has also been used to obtain double excitations.85, 86

A time-independent DFT method for multiple excitations
was proposed recently.87, 88 In this approach multiply-excited
states were obtained from an optimized effective potential
(OEP) eigenvalue equation with orthogonality constraints.
Computing the OEP of a polyatomic molecule, however, is
not easy, and there are still many open questions in the DFT
response formalism for excited states. Time-dependent den-
sity matrix functional theory (TDDMFT), proposed by Gies-
bertz et al.,89 may also account for double excitations. Adopt-
ing these methods to better describe the processes that con-
tribute to various nonlinear spectroscopy techniques, and de-
signing experiments which test the assumptions underlying
them, is an ongoing open challenge.
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FIG. 1. Schematics of self-consistent calculation of core-excited states. The
ECA (left) replaces a core with the next highest element in the periodic table,
the FCH (middle) fixes the occupation of the core-orbital, neglecting the ex-
cited electron, whereas the XCH (right) fixes the occupation of both orbitals.

III. THEORY

A. Survey of approximations for single core holes

The three most common approximate descriptions of
core excitations are illustrated in Fig. 1. The ECA, also
known as the Z + 1 approximation,90, 91 replaces the core hole
by an additional nuclear charge, and was employed in our
previous simulation studies of X-ray nonlinear spectroscopy
signals.25, 92–95 The ECA can be easily implemented within
the routine features of standard quantum chemistry packages,
and easily represents DCESs using two extra nuclear charges.
However, it is only applicable to deep core holes as it neglects
the effect of the chemical environment, changes the spin sym-
metry of a single core-hole state,96 and cannot account for
core-hole delocalization and migration.

The full core hole (FCH) approximation97 improves on
the basic ECA model by employing orbitals determined
self-consistently using the fixed core-hole configuration as
shown in the middle panel of Fig. 1. The direct static ex-
change (STEX) model98, 99 is one type of FCH with the occu-
pied Hartree-Fock orbitals and the improved virtual orbitals
(IVO)100 of the ionic (N − 1)-electron system. Unlike the
ECA, STEX includes orbital relaxation and can be applied
to both deep and shallow core holes. Interactions between the
excited electron and the other N − 1 inner electrons, how-
ever, are still neglected. We have used STEX to study linear
and nonlinear X-ray spectroscopy signals33, 101, 102 in small or-
ganic molecules. A detailed analysis of STEX and compari-
son with REW-TDDFT is given in Refs. 101 and 33. Cur-
rent implementations of STEX are limited to single core-hole
states. Spin coupling of the two core electrons complicates
the DCES wavefunction, making it hard to map to an effective
single-particle Hamiltonian like that in STEX. Self-consistent
field (SCF) calculations of DCESs are also numerically tricky,
and frequently fail to converge. Previous calculations of dou-
ble core-hole states using CASSCF,13, 39, 103 MRCI,11, 104 and

ADC9, 11, 105, 106 are expensive and had only been applied to
small molecules such as NH3 and CH4. Relativistic correc-
tions may be necessary for core electrons.11, 107 The much
cheaper �SCF methods,11, 107–109 such as STEX, suffer from
SCF convergence problems for core-hole states.110 Moreover,
running many SCF calculations with combinations of core-
holes and excited electrons is tedious.

We employ a third approach, REW-TDDFT, first pro-
posed by Stener et al. in 200326 and further developed in
additional studies.27, 28 REW-TDDFT only considers elec-
trons excited from a defined set of relevant orbitals (the re-
stricted excitation window), allowing to obtain high-lying
states in the excitation spectrum without calculating the lower
states. A similar restricted channel approach was suggested in
Ref. 111, without orbital relaxation in the field of the core
hole. Like TDDFT, the complex polarization propagator
method111 is also based on response theory. With this method,
the absorption of the system at a given frequency can be cal-
culated by solving a response matrix equation; the interesting
energy region can be sampled without solving explicitly for
the excited states. This method was applied in Ref. 112.

We have recently found33 REW-TDDFT to be more accu-
rate in predicting frequency splitting in XANES and computa-
tionally less demanding than STEX. Brena et al. had pointed
out that TDDFT core-excitation energies have larger abso-
lute errors than those from STEX or transition-state calcu-
lations, because TDDFT does not account for orbital relax-
ation and self-interaction of core electrons.113 We found the
same trend.33 Apart from an overall shift, TDDFT core ex-
citation energies agree with the XANES of many systems
very well.31, 32, 114 The TDDFT core-edge energy can be im-
proved by applying the Perdew-Zunger self-interaction cor-
rection scheme,115, 116 or by employing recently-developed
core-valence hybrid functional,117–119 long-range corrected
hybrid functional with short-range Gaussian attenuation120

and short-range corrected functionals.29, 30 These techniques
yield core-edge energies with errors less than 1 eV on a
series of small molecules.29, 30 More precise benchmarks
will be needed to compare the accuracy of STEX and
REW-TDDFT.

B. Double-core excitations

Adiabatic TDDFT cannot deal with double excitations.65

Practical frequency-dependent XC kernels for medium or
large molecular systems have yet to be developed. Both
TDDFT and the excited state core hole (XCH) method121

treat singly core-excited state (SCES) very well. The excited
electron in XCH approximation is included self-consistently
through a full core-hole state. XCH has been applied to solid
state X-ray absorption spectra with pseudopotentials, and ap-
plying it to molecular system poses no additional difficulty.
We will use XCH in this paper. Pseudopotentials can be con-
structed for single122 and double core-hole states. An effec-
tive potential which ignores the polarizability of the core hole
in different chemical environments will introduce errors into
practical calculations. A fixed pseudopotential of a core hole,
like the ECA, ignores all core-hole dynamics.



144301-4 Zhang et al. J. Chem. Phys. 138, 144301 (2013)

Here we employ an approach that combines XCH and
REW-TDDFT. We first run an SCF calculation to get a refer-
ence state SCES0, with a core hole and an excited electron.
This reference is then used to run a REW-TDDFT calculation
to obtain excited states with two core holes and two excited
electrons. Adiabatic TDDFT only treats single excitations of
the SCES0 reference, not all double core excited states are
accounted for. Additional DCESs can be found by starting
REW-TDDFT at different SCES references, obtained by per-
muting the occupied and virtual orbitals of SCES0 (orbital
approximation as in Ref. 101).

Unrestricted reference-based TDDFT is known to suf-
fer from spin contamination.55, 123 A truncated rank of ex-
citations from one component of a spin multiplet generates
an incomplete configuration space for the total spin opera-
tor Ŝ2.57, 124, 125 Stated differently, higher rank excited config-
urations are needed to represent a pure spin state. Our cur-
rent TDDFT calculations on a spin symmetry-broken refer-
ence state are no exception, but since the singlet-triplet en-
ergy splitting is negligible compared to the large energies
of core excitations, spin contamination does not strongly af-
fect the calculated core-excitation energies. Casida and co-
workers suggested to use the difference of the total spin be-
tween excited states and the reference state (�〈S2〉) in order to
filter out unphysical excited states.123 We follow his scheme
by only including excited states with small �〈S2〉s in our
calculations.

The two sequential core excitations cannot be treated
in the same fashion. After the initial excitation, the valence
electrons relax self-consistently (XCH) in the field of the
core hole, and the second excitation is treated using response
theory (REW-TDDFT). This treatment uses two potentials
to perturb the valence band during the second excitation:
a strong, long duration core-hole potential which must be

treated nonperturbatively, and the ultrafast second photon ex-
citation, which can be truncated at first order using response
theory. This physically intuitive order in which relaxation
precedes photon excitation strongly effects the signal, as we
show later by reversing it, treating the original first core ex-
citation using REW-TDDFT and the original second using
XCH.

IV. THE DQC SIGNAL

The DQC signal employs four pulses with wave vectors
satisfying kIII = k1 + k2 − k3, and the transmission change
of the kIII pulse is recorded versus the three interpulse delays
(t1,t2,t3) (as shown in Fig. 2). The applied electric field is

E(t) =
∑

j=1,2,3,4

Ej (t − τ̄j ) + c.c.. (1)

We represent the pulses as

Ej (r, t − τ̄j ) = εj (t − τ̄j ) exp[ikj · r − iωj (t − τ̄j )] (2)

with central frequencies ωj, wave vectors kj (k4 = kIII), and
Gaussian envelopes

εj (t − τ̄j ) = Eo
j exp

[ − (t − τ̄j )2/2σ 2
j

]
σj

√
2π

(3)

with amplitudes E
j
o , temporal widths σ j and envelope centers

τ̄j . The XDQC signal depends on the three (positive) delay
times (tj = τ̄j+1 − τ̄j ) or their Fourier conjugates (�1, �2,
�3). Invoking the rotating wave approximation and assuming
temporally well-separated pulses,126 the signal is given by the
two loop diagrams of Fig. 3,127, 128

SIII(�3,�2,�1) = SIII;A(�3,�2,�1) + SIII;B(�3,�2,�1),
(4)

where

S
ν4ν3ν2ν1
III;A (�3,�2,�1) =

∑
f e′e

(
μ

ν4
ge′ε

∗
4(ω4 − ωe′g)

)(
μ

ν3
e′f ε∗

3(ω3 − ωf e′ )
)(

μ
ν2
f eε2(ω2 − ωf e)

)(
μν1

egε1(ω1 − ωeg)
)

(�3 − ωe′g + iγe′g)(�2 − ωfg + iγfg)(�1 − ωeg + iγeg)
(5)

and

S
ν4ν3ν2ν1
III;B (�3,�2,�1) = −

∑
f e′e

(
μ

ν4
e′f ε∗

4(ω4 − ωf e′ )
)(

μ
ν3
ge′ε

∗
3(ω3 − ωe′g)

)(
μ

ν2
f eε2(ω2 − ωf e)

)(
μν1

egε1(ω1 − ωeg)
)

(�3 − ωf e′ + iγf e′ )(�2 − ωfg + iγfg)(�1 − ωeg + iγeg)
. (6)

Here, εj(ω) is the spectral envelope of the jth pulse (given by
the Fourier transform of Eq. (3)), ν1. . . 4 are the tensor com-
ponents of the transition dipole μrs, ωrs is the transition fre-
quency between the states r and s, and γ rs is phenomeno-
logical parameter describing the inverse lifetime of the core
excited state. Different experimental techniques measure var-
ious projections of the full three-dimensional response in
Eq. (4). Since XDQC resonances show up along �2 we shall
display two 2D projections of this 3D signal

SIII(t3,�2,�1) =
∫ ∞

−∞
e−i�3t3SIII(�3,�2,�1)d�3, (7)

where we hold t3 fixed, and

SIII(�3,�2, t1) =
∫ ∞

−∞
e−i�1t1SIII(�3,�2,�1)d�1 (8)

for a fixed t1. Fixed, nonzero t1, 3 avoid the possibility of over-
lapping pulses contributing to the signal. There are three in-
dependent tensor components of the signal in isotropic media
which depend on contractions over different field polarization
vectors. The signal in an isotropic sample is a linear combina-
tion of various contractions over the tensor components ν1. . . 4

in Eq. (4). The rotationally averaged signal with all parallel
pulse polarizations is given by Eq. (A5).
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FIG. 2. The XDQC technique.

V. COMPUTATIONAL DETAILS

The optimized geometry of formamide was taken from
Ref. 39. XCH calculations were performed by converging
the electron configuration with a designated core hole and an
excited electron on the lowest unoccupied molecular orbital
(LUMO). REW-TDDFT calculations were performed with
the Tamm-Dancoff approximation. The calculation of DCESs
was described in Sec. III B. First a set of XCH-relaxed orbitals
are acquired, and the REW-TDDFT equations are solved on
this basis. Transition dipole matrix elements between singly
and doubly excited states are evaluated between Kohn-Sham
determinants with nonorthogonal orbitals using Eq. (10) from
Ref. 33:

〈�A|d̂|�B〉 =
Nconfig.∑
m,n

ambn

∑
i,j

(−1)i+j dmn
ij Minor(Smn)ij , (9)

where �A,B are the SCES and DCES wavefunction, respec-
tively, d̂ is the transition dipole operator, am and bn are
configuration interaction (CI) coefficients for different ex-
cited configurations (m and n) of the SCES A and DCES B,

respectively,

dmn
ij =

∑
p,q

c∗
ip,m,Acjq,n,B

∫
φ∗

pd̂φqdr (10)

is the transition dipole matrix between single excitation con-
figurations m and n, cip,m,A and cjq,n,B are MO coefficients
for the configurations m and n of the SCES and DCES,
respectively,

Smn
ij =

∑
k,l

c∗
ik,m,Acjl,n,B

∫
φ∗

i φj dr (11)

is the overlap matrix between the MOs of the configurations
m and n of state A and B, φi, j in Eqs. (10) and (11) are basis
functions and i, j, p, q, k, l are indices for these basis functions.
Minor(Smn)ij denotes the (i, j) minor of the matrix Smn. All
calculations were carried out at the B3LYP129, 130/cc-pVTZ131

level using a modified version of the quantum chemistry pack-
age NWChem.32, 132

VI. SIMULATION RESULTS

A. XANES

The SCES frequencies (εe) and transition dipoles (μeg)
were obtained using the REW-TDDFT response approach and
a ground state reference wavefunction as described in Sec. II.
γ e, the lifetime broadening of the core-excited state |e〉, is set
to 0.1 eV. The XANES signal

SXANES(ω) = 1

π

∑
e

γe|μeg|2
(ω − εe)2 + γ 2

e

(12)

is shown in Fig. 4. X-ray and electron scattering in the
core energy range are known to resemble each other in the
gas phase.133 The experimental electron energy loss spectra
(EELS) are shown for comparison.

The two lowest-frequency peaks in the experimental ni-
trogen K-edge EELS are split by 0.95 eV, and the low-

C
NH2H

O

FIG. 3. (Left) The two diagrams contributing to the double quantum coherence signal. (Right) Molecular structure and REW-TDDFT level scheme. |OjNi〉
refers to the double core-excited states with the O1s electron excited to the jth virtual orbital of the self-consistent core state, while the N1s to ith orbital
excitation is obtained through response theory, as described in the text.
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FIG. 4. Calculated (grey) nitrogen (left) and oxygen (right) K-edge XANES for formamide. Experimental EELS spectra137 are given as black lines, and power
spectra of the pulses used in the calculation of the 2D-QCS signals as dashed lines. The simulated energies were shifted (+13.065 eV for nitrogen and +14.5 eV
for oxygen K-edge) to fit the EELS signals.137

FIG. 5. The SIII(t3 = 5 fs, �2, �1) ONNO signal with XXXX polarization configuration. The total signal (left column) is the sum of the contributions from
diagram A (middle column) and diagram B (right column) of Fig. 3. Each circle in the stick spectra (top row) has a complex contribution to the signal from
a combination of states, with the radius of the circle proportional to the square root of the amplitude, and colored according to the phase of the contributing
peak. The following three rows show the absolute value, real and imaginary parts of the complex signal after convoluting with a Lorentzian of width 0.1 eV. All
signals were scaled so that abs(Stot

III (t3 = 5 fs, �2, �1)) has a maximum value of one.
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FIG. 6. Same as Fig. 5, but for the pulse sequence NONO.

FIG. 7. Comparison of the absolute parts of the ONNO (left) and NONO (right) SIII(t3 = 5 fs, �2, �1) signals. XANES spectra are shown in the marginals.
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FIG. 8. Dominant MOs of single particle orbitals of different SCESs discussed in Sec. VI B. (a) For peak E and A′. (b) For peak F (c) For peak D. Peaks are
labeled in Fig. 4.

energy red peak has an intensity ×0.708 relative to that of
the blue peak. Our REW-TDDFT XANES simulations show
a larger, 1.29 eV splitting, and a more intense blue compo-
nent (×2.82 of the red peak). The simulated oxygen edge

spectrum is much closer to experiment, and the splitting be-
tween the lowest-energy peak and higher-energy transitions is
reproduced. We see a strong, intense core edge distinct from
the higher energy shoulder. Experimental peaks significantly

FIG. 9. Comparison of the two protocols to calculate the double-core excited states | f 〉 for the all-parallel ONNO SIII(t3 = 5 fs, �2, �1) signal as discussed in
Sec. VI B. Contributions from diagram A (left column) and B (right column) with protocols i (top row) or protocol ii (bottom row). All graphs were multiplied
by the same scaling factor used in Fig. 5.
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FIG. 10. SIII(�3, �2, t1 = 5 fs) for the ONNO pulse configuration.

higher than the ionization energy are broadened by coupling
to unbound photoelectron states, a process not included in our
simulations.

B. The XDQC signal

The SIII(t3 = 5 fs,�2,�1) signal is displayed in Figs. 5
and 6. In this plot, resonances on the �1 axis reveal SCES
(ωeg), and along the �2 axis we see the DCES (ωfg) frequen-
cies. Time-evolution during the t3 period results in a phase
depending on the final state |e′〉; these phases are displayed
using the colors for each peak in the 2D stick spectrum in the
top row.

In Fig. 5, we excite the oxygen core electron first, creat-
ing resonances along �1, and monitor their influence on the
nitrogen core excitations, in the DCESs along the �2 axis.
This pulse order is marked ONNO. In the NONO spectra
shown in Fig. 6 where nitrogen core excitation is first, we see
the influence of nitrogen core excitations on the oxygen core
excitations. The ONNO signal has resonances in �1 and �3

representing core excitation with the same element, oxygen,
in both diagram A (�3 ∼ ωe′g), and diagram B (�3 ∼ ωf e′ ).
Figure 5 shows a typical pattern of the XDQC signal, a series
of features lying on parallel lines of roughly constant �2 − �1

(diagonal character). This pattern indicates weak correlation
between the DCESs and SCESs: the energies of the DCESs
are roughly the sum of the energies of two SCESs. The
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FIG. 11. SIII(�3, �2, t1 = 5 fs) for the NONO pulse configuration.

oxygen core excitations do not substantially affect the ni-
trogen core-excitation spectra. In contrast, the NONO signal
(Fig. 6) shows a more complicated variation with �1, in which
the diagonal pattern is blurred. Two |e〉 resonances lie below
the diagonal at �1 	 407 eV, suggesting that self-consistent
relaxation in the field of the nitrogen core hole after the first
pulse leads to a set of DCESs during t2 in which the oxy-
gen and nitrogen excited states strongly interfere. To more
closely examine the difference between these two pulse or-
ders, we compare the peak splittings between the XANES
and 2D spectra. The energy difference between A′ and A is
around 1.29 eV in XANES. A′ and A correspond to the two
strong features in Fig. 5 (shown more clearly in the left panel
of Fig. 7), whose energy difference is 1.34 eV, indicating that

the oxygen core hole does not appreciably affect the acces-
sible virtual orbitals during nitrogen single core excitation.
However, the energy difference of the two strong features on
the �2 axis in Fig. 6 (shown more clearly in the right panel
of Fig. 7), shows that the dominant strong oxygen single core
excitation is shifted differently by the various nitrogen single
core excitations. Comparison of the XDQC to the XANES
spectra provides useful insights on correlations between spe-
cific core excitations.

To better illustrate the relationship between the
2D-XDQC signal and the linear absorption, we display the
ONNO and NONO signals with the XANES marginals in
Fig. 7. We shift the N1s and O1s XANES on the �2 axis
to match the strongest features. If the core excitations were
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uncoupled, the peaks in �2 for a fixed �1 should reproduce
the XANES of the core resonant with the second pulse, with
one peak quenched due to Pauli repulsion with the previously
excited core electron. This might explain the strong diago-
nal character of the ONNO signal, in which the strong peak
A is repeated for increasing �1. This interpretation does not
hold for the NONO signal, with its group of four strong peaks
around �1 = 405 eV and �2 = 950 eV. The pattern does
not match a shifted XANES signal, implying strong cor-
relations in the DCESs. Comparing the linear absorption
(Fig. 4) to the ONNO XDQC signal for t3 = 5 fs (Fig. 5),
we find one medium and two stronger features in the nitrogen
K-edge XANES, and one strong, two weak and one medium
intense features for oxygen K-edge XANES. The correspond-
ing peaks are marked as A′, A, B , C, E, F, D in Fig. 4. The N
and O K-edge XANES are well described by a single particle
picture. The dominant particle MOs in the CI expansions of
these SCESs are shown on Fig. 8.

In the ideal zero-DCES-SCES correlation case we expect
to see two parallel lines of strong features in Fig. 5 corre-
sponding to A and B in the nitrogen XANES, but we only see
one clear set of “diagonal” resonances. The peaks correspond-
ing to states E and F in the oxygen XANES are much weaker
than that of D, but their corresponding peaks in the XDQC
spectra (in Fig. 5) are as strong as as that of D. State E shares
the same particle MO as that of A′, implying a strong coupling
between E and A′, which explains the corresponding strong
XDQC signal. But for the XDQC peak corresponding to F, it
is very difficult to compare the coupling strength of F and A′

to that of D and A′, simply by their dominant particle MOs.
Even the calculated energy of the DCES is close to the sum
of two single excitations, the wavefunction is not the simple
outer product of two SCES wavefunctions. The single parti-
cle picture cannot explain why the XDQC peak corresponding
to F also becomes strong, suggesting that many-body effects
dominate the signal.

As discussed in Sec. II, the DCES (| f 〉) strongly depend
on the order of core excitation by the first two pulses, show-
ing that XDQC is sensitive to the order of the formation of
doubly core-excited states. Our XDQC simulations also show
large differences between the two protocols explained in the
following, reflecting the approximate treatment of many-body
effects. In Figs. 5 and 6 we assumed the | f 〉 states were re-
laxed in the field of the first (core hole a), and calculated us-
ing response theory with respect to the second excited core
(core hole b, protocol i). In Fig. 9 we present an example of
the opposite protocol for the ONNO technique: the | f 〉 states
are generated using SCF relaxation for core hole b and then
response theory for core hole a (protocol ii). We observe a dif-
ferent blurred line pattern in the spectra obtained with proto-
col ii (see Fig. 9). Different levels of theory show a different
type of DCES-SCES correlation. The protocol i diagram A
signal also shows a stronger diagonal component than the cor-
responding protocol ii signal, which displays a different den-
sity of two-particle states on the �2 axis. Comparing XDQC
signals from different pulse orders with experiments should
reveal how well those theories treat the very specific correla-
tion between a DCES and SCES. This could be valuable in
future methodology development for DCESs.

Another portion of the signal, SIII(�3,�2, t1 = 5 fs), is
shown in Figs. 10 and 11. In these graphs, resonances along
�2 correspond to doubly excited states (ωfg), and �3 shows
the final single excited states (ωe′g and ωf e′ ) in the XDQC
process. As with the SIII(t3 = 5 fs,�2,�1) signals, there are
diagonal characteristics in the ONNO spectra (Fig. 10) which
are absent in the NONO spectra (Fig. 11). This is a further
evidence for the increased correlations for the states probed
by the ONNO process. In the SIII(t3 = 5 fs,�2,�1) signal the
resonances for both A and B diagrams are the same, only the
phases for two contributions differ. The SIII(�3,�2, t1 = 5 fs)
signal has qualitatively different peaks along �3 for the two
diagrams, as expected, since these diagrams differ in this time
period.

VII. CONCLUSIONS

Typically the overlaps of valence holes or electron
orbitals are higher than those of core holes or electrons. The
correlations between valence excitations are stronger than
those between core excitations, which makes the correspond-
ing DQC signals more complicated than those in the present
work.134 We have demonstrated qualitative differences in the
stimulated XDQC signals depending on the order of core ex-
citations at different elements in a small organic molecule. As
an experimental technique, XDQC may be used to fingerprint
different theoretical approaches for modeling core excitation,
by dissecting dynamical doubly-core-excited resonances cor-
responding to the effects of valence relaxation induced by the
core hole. Additional work will be required to further analyze
the spectra reported here. First, a detailed description of the
valence dynamics, and a comparison of the TDDFT theory
with the more easily interpreted orbital theory should high-
light the effect of electron correlation on the XDQC signal.
Second, with a higher level of theory to describe DCESs, the
variation of the �2 resonances with t1 can be used to measure
how the order of core excitation affects the two-particle den-
sity of states. The core hole has a unit charge which creates
a very strong field over atomic length scales. If the delay
between the first two pulses is varied, the changes in the | f 〉
resonances along �2 will reflect the order of perturbation the-
ory necessary to correctly model this strong interaction with
the valence band. For short t1, linear response theory alone, or
supplemented with a full or partial core-hole orbital transfor-
mation may adequately capture this effect, as it does in linear
absorption. We demonstrated significant differences between
the XDQC signals predicted by the calculation protocols.
Interpolation between the extremes of linear response (first
order), and a full SCF calculation will require a higher level
of theory to describe many-body effects in the core excitation.

In the simulations presented here the relaxation of sin-
gle and double core-excited states, is treated phenomenolog-
ically. We only include population decay through Auger or a
radiative process that destroys the core hole. We further use
the same decay rate for all SCESs and DCESs, independent
of the orbitals involved. Interaction of the system with a bath,
composed of vibrational and valence-electron degrees of free-
dom, could introduce additional pure dephasing. Nonlinear
spectroscopy has been successful in lower frequency regimes
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(NMR to the visible) at disentangling different underlying
mechanisms for excited-state decay and dephasing.135 Sim-
ilar effects are expected in core-excitation spectra. Estimating
their magnitude, comparing them to population decay rates,
and designing experiments that distinguish between them is
an interesting future topic. One manifestation of these effects
in existing X-ray experiments are fluorescence vs. Raman sig-
nals, which are controlled by the ratio of pure dephasing and
population relaxation rates.
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APPENDIX: ORIENTATIONAL TENSOR AVERAGING

The dipole and electric field polarization tensor contribu-
tions to the signal must be rotationally averaged over all possi-
ble orientations of the molecule. The rotationally averaged136

signal is
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(A1)
where cos θij = êi · êj , êi is the the polarization of the ith
pulse polarization vector, and Sα, β, γ represent various con-
tractions over the tensor components of the response,
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For the all parallel pulse configuration, the signal is propor-
tional to the sum of all three
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