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Atomic Force Microscopy (AFM) allows for a highly sensitive detection of spectroscopic signals. This has been first demonstrated for NMR of a single molecule and recently extended to stimulated Raman in the optical regime. We theoretically investigate the use of optical forces to detect time and frequency domain nonlinear optical signals. We show that, with proper phase matching, the AFM-detected signals closely resemble coherent heterodyne-detected signals. Applications are made to AFM-detected and heterodyne-detected vibrational resonances in Coherent Anti-Stokes Raman Spectroscopy ($\chi^{(3)}$) and sum or difference frequency generation ($\chi^{(2)}$). © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4873578]

Atomic force microscopy of single molecules has seen many advancements over the past two decades since its theoretical and experimental advents in early 1990s. Optical forces have been used to create optical lattices for trapping cold atoms and ions. Magnetic and optical tweezers are versatile tools for measurements of forces and corresponding single molecule displacements in biological molecules such as DNA and proteins. AFM measurements provide high resolution and conformational control of bio-macromolecules. Non-contact AFM has been used to visualize intermolecular bonds such as hydrogen bonds. Magnetic tweezers are often used for analysing DNA topology, and like optical tweezers, can perform 3-dimensional manipulations. These techniques generally measure the displacement of molecular position caused by the forces applied by the probe. The optical potential acting on the single molecule by the fields can trap cold atoms in optical lattices. Measuring its gradient (the force) constitutes a new type of signal.

Here we theoretically investigate how optical forces may be used to detect nonlinear optical signals. Instead of measuring the mechanical displacement of single molecule induced by the applied force, one can look at the gradient force applied by the AFM tip to the molecule. In such measurements, the spectroscopic information is contained in the pulse parameters used to create the force. Stimulated Raman resonances related to $\chi^{(3)}$ have been recently reported experimentally by Rajapksa et al. The mechanical force associated with different NonLinear Optical (NLO) techniques like FRET-force in force imaging has been investigated. A plethora of methods have been employed for detecting nonlinear optical signals. These include homo and heterodyne detection of fields, incoherent fluorescence detection, photoacoustic detection, photoelectron, and current detection.

We derive general expressions for ultrafast nonlinear optical spectroscopy with gradient force detection. A single molecule on a glass cover slide is subjected to several collinear laser beams and the variation of the gradient force with selected parameters such as delays between pulses, phases, or frequencies is measured by AFM tip using vibrational tapping mode, thus generating multidimensional signals. We show that by manipulating the phases between fields, it is possible in some cases to make the optical potential (and gradient force) to coincide with the heterodyne signal.

The conservative force is given by the gradient of the optical potential $V(\mathbf{r})$.

$$F(\mathbf{r}) = -\nabla V(\mathbf{r}). \quad (1)$$

We first calculate the potential felt by the molecule due to its nonlinear coupling to electromagnetic fields in continuous wave (cw) frequency-domain experiments. Classical monochromatic fields induce a polarization $P(\omega)$ in the molecule, which then creates an optical potential ($V$).

$$V(\mathbf{r}) = -\Re\left\{ \int d\omega P(\omega) \mathbf{E}^\ast(\mathbf{r}, \omega) \right\} = -\Re\left\{ \int dt \mathbf{P}(t) \mathbf{E}^\ast(\mathbf{r}, t) \right\}.$$ \(2\)

The classical electric field can be expanded in modes:

$$\mathbf{E}_i(\mathbf{r}, t) = \sum_{\xi} \epsilon_i \int \frac{d\omega}{2\pi} \mathbf{E}_i^{\xi}(\mathbf{r}, \omega) e^{i\xi(\omega t + \phi_i)}, \quad (3)$$

$$\mathbf{E}_i(\mathbf{r}, \omega) = \sum_{\xi} 2\pi \epsilon_i \mathbf{E}_i^{\xi}(\mathbf{r}, \omega) e^{i\xi \omega} \delta(\omega - \xi),$$

where $\mathbf{E}_i^{\xi}(\mathbf{r}, \omega)$ is the position dependent envelope of the $i$th field and $\xi = \pm$ is the hermiticity (negative for positive frequency and positive for negative frequency component) of the field. $\phi_i$ is the phase angle between the incident classical field modes and $\epsilon_i$ is the respective polarization vector. The optical potential is given by

$$V(\mathbf{r}) = -\Re\int_0^\infty d\omega P(\omega) \mathbf{E}^\ast(\mathbf{r}, \omega), \quad (4)$$

where $\omega > 0$. For comparison, the heterodyne detected signal measured at $\omega'$ is given by

$$S(\mathbf{r}; \omega') = -3 \int_0^\infty d\omega P(\omega) \mathbf{E}^\ast(\mathbf{r}, \omega). \quad (5)$$

---
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The total induced polarization is the sum of positive and negative frequency components, $P_{\text{total}}(\omega) = P^+(\omega) + P^-(\omega)$. One can identify $P^+(\omega)$ with $P(\omega)$ and $P^-(\omega)$ with $P'(\omega)$. Similarly, we can identify $E^+(\omega)$ with $E(\omega)$ and $E^-(\omega)$ with $E'(\omega)$.

The superscripts $+$ and $-$ denote the positive or negative frequency components. For a cw measurement involving discrete set of modes, we have

$$V_d(\mathbf{r}, \omega_j) = -3\Im \sum_j P(\omega_j) E^*(\mathbf{r}, \omega_j),$$

$$S_d(\mathbf{r}, \omega_j) = -3\Im \sum_j P(\omega_j) E^*(\mathbf{r}, \omega_j).$$

For the linear response, we get the optical potential and heterodyne signal,

$$V^{(1)}(\mathbf{r}, \omega_j) = -\sum_j \chi^{(1)\prime}(\omega_j) |E(\mathbf{r}, \omega_j)|^2,$$

$$S^{(1)}_{\text{het}}(\mathbf{r}, \omega_j) = -2\sum_j \chi^{(1)\prime}(\omega_j) |E(\mathbf{r}, \omega_j)|^2,$$

where, linear susceptibility, $\chi^{(1)}(\omega) = \chi^{(1)\prime}(\omega) + i\chi^{(1)\prime\prime}(\omega)$. Superscripts $'$ and $''$ denote the real and imaginary part. For a multilevel system, we have

$$\chi^{(1)}(\omega) = \frac{1}{\hbar} \sum_{a,c} P(a) \frac{|\mu_{ac}|^2 \omega_{ac}}{(\omega_{ac})^2 - (\omega + i\Gamma_{ac})^2},$$

where, $P(a) = e^{-\beta \varepsilon_a}/\sum_a e^{-\beta \varepsilon_a}$ with $\varepsilon_a$ as the eigen energy of level $a$, and $\beta = 1/k_b T$ with temperature $T$. The linear optical potential and heterodyne signal have dispersive and absorptive profiles at $\omega = \omega_{ac}$ as depicted in Fig. 1.

We now turn to a second order process (Fig. 2) where $\omega_1$ in the IR regime, $\omega_2$ and $\omega_3$ are in visible region, and $\omega_3 = \omega_1 + \omega_2$, the optical potential is then given by

$$V^{(2)}(\mathbf{r}, \omega_1, \omega_2) = -3\Im \left[ \sum_j (2\pi)^3 \bar{E}_1(\mathbf{r}, \omega_j) \right] E_2^*(\mathbf{r}, \omega_j)$$

$$\sum_j \left[ \chi^{(2)}(-\omega_3; \omega_1, \omega_2) \right].$$

where, $\sum_j$ represents the sum over all permutations of frequencies $\{\omega_1, \omega_2, -\omega_3\}$. $\chi^{(2)}(-\omega_3; \omega_1, \omega_2)$ represents Sum Frequency Generation (SFG) whereas the other two permutations, when $\omega_2$ or $\omega_1$ are detected, are Difference Frequency Generation (DFG). All possible processes contribute to the optical potential. The total heterodyne-detected signals is:

$$S^{(2)}_{\text{tot}}(\mathbf{r}, \omega_3; \omega_1, \omega_2)$$

$$= \Im \left[ \sum_j (2\pi)^3 E_1(\mathbf{r}, \omega_j) \right]$$

$$\bar{E}_2(\mathbf{r}, \omega_j) E_3^*(\mathbf{r}, \omega_j) \sum_j \chi^{(2)}(-\omega_3; \omega_1, \omega_2).$$

Using the level scheme of Fig. 2 and invoking the Rotating Wave Approximation (RWA), we obtain,

$$V^{(2)}(\mathbf{r}, \omega_1, \omega_2)$$

$$= -3\Im \left[ -i \frac{2\pi^2}{\hbar^2} \sum_j (2\pi)^3 E_1(\mathbf{r}, \omega_j) \right]$$

$$\bar{E}_2(\mathbf{r}, \omega_j) E_3^*(\mathbf{r}, \omega_j) \mu_{ac} \mu_{cb} \mu_{ba} \sum_a P(a)$$

$$\left\{ \frac{1}{(\omega_{IR} - \omega_{ca} + i\Gamma_{ca})(\omega_{IR} + \omega_{vis} - \omega_{ab} + i\Gamma_{ab})} \right. $$

$$+ \frac{1}{(\omega_{vis} - \omega_{ab} + i\Gamma_{ab})} \left( \frac{1}{(\omega_{vis} - \omega_{ac} + i\Gamma_{ac})} \right) \right\}. $$

The sum of the three heterodyne signals (Eq. (12)) is given by replacing $\Im$ with $\Re$ in Eq. (13) as shown in Fig. 3.

We next turn to the third order optical potential and heterodyne signal (measured at $\omega_4$) for a four wave mixing of

![FIG. 1. Optical potential (solid red) and heterodyne signal (dashed blue) induced on single chromophore at $\hbar\omega_{ac} = 2.5$ eV using real and imaginary part of Eq. (10)](image1)

![FIG. 2. (a) The three level model scheme used to calculate the $\chi^{(2)}$ optical potential and heterodyne signal. (b) Loop diagram for SFG and DFG associated to the level diagram in Fig. 2(a)](image2)

![FIG. 3. (a) Optical potential Eq. (13) for cw $\chi^{(2)}$ with $\mu_{ac} = 6 D$, $\mu_{bc} = 1 D$, $\omega_{ba} = 2.3 \text{ eV}$, $\omega_{ac} = 10 \text{ eV}$, $\omega_{bc} = 10 \text{ eV}$, $\Gamma_{ac} = 5 \text{ cm}^{-1}$, $\Gamma_{bc} = 5 \text{ cm}^{-1}$, and $\Gamma_{ab} = 5 \text{ cm}^{-1}$. (b) Total heterodyne signal (SFG+DFG) for the same parameters.)](image3)
configuration \(\omega_4 = \omega_1 - \omega_2 + \omega_3\) as shown in Fig. 4, at resonance frequency \(\omega_1 - \omega_2 = \omega_{ac}\) and coherent fields \((-\text{sgn}(\omega_j)\sum_i \phi_i = 0)\) are given by

\[
\mathbf{V}^{(3)}(\mathbf{r}; \omega_1, -\omega_2, \omega_3) = -\mathbb{R}[\sum_j (2\pi)^4 \mathcal{E}_1(\mathbf{r}, \omega_j) \mathcal{E}_2(\mathbf{r}, \omega_j)]
\]

\[
S_{\text{het}}^{(3)}(\mathbf{r}, \omega_4; \omega_1, -\omega_2, \omega_3) = -\mathbb{R}\left[\sum_j (2\pi)^4 \mathcal{E}_1(\mathbf{r}, \omega_j) \mathcal{E}_2(\mathbf{r}, \omega_j) \sum_p \chi^{(3)}(\omega_4; \omega_1, -\omega_2, \omega_3)\right].
\]

For the three level system shown in Fig. 4, with ground state (a), vibrational excited state (c) and electronic excited state (b), the CARS resonances of \(\chi^{(3)}\) for \((\omega_4 = \omega_1 - \omega_2 + \omega_3)\) is

\[
\chi_{\text{CARS}}^{(3)}(\omega_1, -\omega_2, \omega_3) = \frac{P(a)|\mu_{ba}|^2|\mu_{ac}|^2}{(2\omega_1 - \omega_2 - \omega_{ab} + i\eta_{ab})}
\]

(16)

Since the electronic transition frequencies \(\omega_{ac}\) and \(\omega_{ab}\) are much higher than the vibrational frequency \(\omega_{ac}\), we can rewrite Eq. (16) for optical potential as, Eq. (21), where \(\chi_{\Sigma}^{(3)} = \mathbb{R}[\sum_p \chi_{\text{CARS}}^{(3)}(\omega_1, -\omega_2, \omega_3)]\). We get the total heterodyne signal by simply replacing \(\mathbb{R}\) in Eq. (21) with 3,

\[
V^{(3)}(\mathbf{r}; \omega_1, -\omega_2) = -\sum_j (2\pi)^4 |\mathcal{E}_1(\mathbf{r}, \omega_j)|^2 |\mathcal{E}_2(\mathbf{r}, \omega_j)|^2 \chi_{\Sigma}^{(3)}.
\]

(21)

Raman resonances are observed when \(\omega_1 - \omega_2 = \pm \omega_{ac}\) where \(\omega_{ac}\) is the difference between two ground vibrational states. The calculated optical potential and heterodyne signals are shown in Fig. 5. The gradient force due to this Raman resonance was calculated in Ref. 22 using phenomenological nonlinear polarizability. Our expression is recast in terms of the general third order polarizability \(\chi^{(3)}\) and allows to calculate the optical potential (or gradient force) for other techniques as well.

We next turn to time-domain measurements which use temporally well separated impulsive pulses. The induced nth order optical potential \(\mathbf{V}(\mathbf{r}; t_j)\) and heterodyne signal \(S(\mathbf{r}; t_j)\)
Signals are now parameterized by the time delays between pulses $t_1$, $t_2$, $t_3$ rather than their frequencies. We can write the optical potential and corresponding heterodyne signals, to first order,

$$V^{(1)}(r; t_1) = -\frac{\hbar}{\Omega_1} \left[ \int dt \int_0^\infty d\tau_1 S^{(1)}(\tau_1) E^*(\tau_1) E(\tau_1) \right]$$

and second order,

$$V^{(2)}(r; t_1, t_2) = -\frac{\hbar}{\Omega_1} \left[ \int dt \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 S^{(2)}(\tau_1, \tau_2) E_1(\tau_1) E_2(\tau_2) E^*(\tau_1) E(\tau_1) \right]$$

finally, in third order,

$$V^{(3)}(r; t_1, t_2, t_3) = -\frac{\hbar}{\Omega_1} \left[ \int dt \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 \int_0^\infty d\tau_3 S^{(3)}(\tau_3, \tau_2, \tau_1) E_1(\tau_1) E_2(\tau_2) E_3(\tau_3) \right]$$

We again focus on vibrational resonances and assume electronically off-resonant frequencies. For $\chi^{(2)}$ (Fig. 2), if we have two temporally resolved impulsive electric fields with delay $t_1$ and total phase $\sum \phi_i = 0$, we can then write the $P^{(2)}(r; t_1)$ as

$$P^{(2)}(r; t_1) = E_1 E_2 \sum_a P(a) |\mu_{ab}|^2 |\mu_{ca}|^2 |I_{ac}(t_1)| e^{i\phi_a} e^{i\Omega_1 t_1}$$

where we define, $P(a) = e^{-i\Omega_1} / \sum_a e^{-i\Omega_a}$ and $|I_{ac}(t)| = \exp[-i\omega_{ac} t_1 - \gamma_{ac} t_1]$. For simplicity, the $r$ dependence is engraved in the envelope $E$ and has not been explicitly written. Now we can write the second order optical potential measured as a function of $t$ at $t_1 = t_2 = 0$ as

$$V^{(2)}(r; t_1) = \frac{\hbar}{\Omega_1} \left[ i E_1 E_2 \sum_a P(a) |\mu_{ab}|^2 |\mu_{ca}|^2 |I_{ac}(t_1)|^2 e^{i\phi_a} e^{i\Omega_1 t_1} \right].$$

Heterodyne signals are given by replacing $\Re$ in Eqs. (28) and (29) with $\Im$. One could observe the Raman resonance at conjugate frequency ($\Omega_1$) by Fourier transforming Eq. (28) with respect to $t_1$ as

$$V^{(2)}(r; \Omega_1) = \int_0^\infty dt_1 V^{(2)}(r; t_1) e^{i\Omega_1 t_1}.$$

For three temporally separated electric fields (Fig. 4), we assume that the field envelopes $E_i(t)$ does not allow matter to evolve during the pulse and the fields are long enough so that their spectral bandwidth is narrow enough to show vibrational Raman resonances. Using coherents ($\sum \phi_i = 0$) and impulsive ($E_i(t) \approx \delta(t)$) fields, we can immediately write the Raman resonance term for optical potential using loop diagrams in Fig. 4 and Eq. (25), as Eq. (30),

$$V^{(3)}(r; t_2) = \frac{\hbar}{\Omega_1} \left[ \sum_{a,b} P(a) |\mu_{ab}|^2 |\mu_{ca}|^2 |I_{ac}(t_2)|^2 e^{i\phi_a} e^{i\Omega_1 t_2} \right].$$

The heterodyne-detected signal corresponding to Eq. (30) is obtained by simply replacing $\Re$ in Eq. (30) with $\Im$. If we Fourier transform Eq. (30), similar to Eq. (29), but with respect to $t_2$ using conjugate frequency ($\Omega_2$) instead, we can observe the vibrational Raman resonance at $\Omega_2 = \omega_{ac}$. In our case, this will give a similar optical potential and heterodyne-detected signal as shown in Fig. 6 for $\chi^{(2)}$ processes but with a different prefactor. Since we considered electronically off-resonant processes, second and third order optical potentials can simply be parameterized by conjugate frequencies $\Omega_1$ or $\Omega_2$ respectively, as in Eqs. (29) and (30), giving one dimensional spectra. When extended to electronically resonant system, one would be able to get

$$S^{(3)}_{het}(r; t_1, t_2, t_3)$$

$$= -\frac{\hbar}{\Omega_1} \left[ \int dt \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 \int_0^\infty d\tau_3 S^{(3)}(\tau_3, \tau_2, \tau_1) E_1(\tau_1) E_2(\tau_2) E_3(\tau_3) \right].$$
multidimensional time-domain spectra with variable pulse delays.

In summary, we showed that AFM detection closely resembles coherent heterodyne signals with appropriate phase matching. This is in contrast with other incoherent detection techniques like Florescence, photo-acoustic, and photo-electron detection.
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