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We examine time-resolved X-ray diffraction from molecules in the gas phase which

undergo nonadiabatic avoided-crossing dynamics involving strongly coupled

electrons and nuclei. Several contributions to the signal are identified, representing

(in decreasing strength) elastic scattering, contributions of the electronic coherences

created by nonadiabatic couplings in the avoided crossing regime, and inelastic scat-

tering. The former probes the charge density and delivers direct information on the

evolving molecular geometry. The latter two contributions are weaker and carry spa-

tial information through the transition charge densities (off-diagonal elements of the

charge-density operator). Simulations are presented for the nonadiabatic harpooning

process in the excited state of sodium fluoride. VC 2017 Author(s). All article
content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1063/1.4984241]

I. INTRODUCTION

X-ray diffraction1–3 has been used for over a century to probe the structure of crystals and

has been extended to diffuse scattering from liquids, probing nearest-neighbor distances, and

serves as inspiration for the conceptually similar electron diffraction technique.4,5 Time-

resolved X-ray diffraction (TRXD) can track the structural changes that characterize phase tran-

sitions and chemical reactions and has been actively pursued to create movies of elementary

molecular events.5–18 Free electron lasers generate extremely bright and ultrafast X-ray pulses.

That makes it possible to push diffraction to the single-molecule limit,19–24 eliminating the

need for time-consuming crystal preparation. In addition, their femtosecond timescale opens up

the possibility of tracking ultrafast electronic dynamics, while their brightness may permit even

weak signals, such as inelastic scattering from transient electronic coherences, to be

measured.25–30

In this paper, we show how TRXD may be used to obtain real-time stroboscopic snapshots

of nonadiabatic molecular dynamics. Nonadiabatic processes control virtually all photochemical

and photophysical processes in molecules. For a single active vibrational coordinate, this results

in avoided crossings. With two or more vibrational degrees of freedom, conical intersections

(CoIns) become possible. As a molecule passes through a conical intersection31 or avoided

crossing, a short-lived electronic coherence is created, which can be spectroscopically

detected32,33 by X-rays. Examples for photochemical reactions that are mediated by a CoIn and

have been studied by TRXD34 are the ring-opening reaction in cyclohexadiene35,36 and the cis/

trans isomerization in the photoactive yellow protein.37 Potential signatures in TRXD signals
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include measuring the geometric (Berry) phase,38 which has so far eluded detection in

molecules.

We examine the elastic and inelastic contributions to the diffraction pattern that stem from

the coupled nonadiabatic electronicþ nuclear dynamics in the vicinity of an avoided crossing.

Time-resolved scattering from photoexcited molecules in the gas phase is given by an incoher-

ent sum of single-molecule contributions. It therefore varies from the amplitude-squared form

of the Bragg scatttering, containing elastic and inelastic terms, and may depend on electronic

coherence.39,40,42 We calculate the TRXD by an ensemble of molecules prepared in a superpo-

sition of valence electronic and vibrational states. We identify five basic contributions to the

signal and study their relative intensity and time-resolved diffraction pattern. Contributions

from electronic coherences, which are created in the avoided crossing region, are of particular

interest and the underlying molecular quantities are the transition charge densities between elec-

tronic states. The nonadiabatic dynamics of sodium iodide has been investigated in Ref. 41,

which did not address the signatures of electronic coherences. We examine the nonadiabatically

coupled electronicþ nuclear motions and the signatures of electronic coherences in the diffrac-

tion signal of a similar molecule, sodium fluoride.

II. THE INTERPLAY OF POPULATIONS AND COHERENCES IN SINGLE-MOLECULE

DIFFRACTION OF NONADIABATIC DYNAMICS

Our study starts with the following expression for the off-resonant scattering signal in the

gas phase (see Appendix A for derivation)

Sðq; tÞ ¼ N

ð
dtjEpðtÞj2hr̂†ðq; tÞr̂ðq; tÞi; (1)

where Ep(t) is the temporal envelope of the X-ray pulse, h…i stands for the expectation value

over the nuclear and electronic states, and r̂ðq; tÞ is the spatial Fourier transform of the

electronic charge-density operator and q is the scattering momentum transfer. Note that Eq. (1)

comes with hr̂†ðq; tÞr̂ðq; tÞi, while the classical equation for diffraction in crystals comes with

jhr̂ðqÞij2.

The total charge-density operator for a system composed of molecules can be written as a

sum of the charge densities from each molecule

r̂TðrÞ ¼
X

a

r̂aðr� raÞ ¼
X

a

ð
dqeiq�ðr�raÞr̂aðqÞ; (2)

where ra is the center of molecule a. This representation is exact for a sufficiently dilute system

such that the molecules have non-overlapping charge distributions, since each electron (the fun-

damental X-ray scatterer) can be rigorously assigned to a specific molecule. The elastic diffrac-

tion signal from a system initially in the ground state jgi is

SðqÞ ¼ jrggðqÞj2; (3)

where rggðqÞ ¼ hgjr̂ðqÞjgi is the ground-state charge density in q-space. For identical mole-

cules, the charge-density matrix elements of each molecule only differ by the spatial phase fac-

tor associated with the location of the molecule and we may drop the subscript a on r.

We now apply these results to a molecular model consisting of two electronic states e, g,

and a single active nuclear coordinate R (Fig. 1). The time-dependent wavefunction of each

molecule in the ensemble will be expanded in the adiabatic basis

jWðR; tÞi ¼
X

i2fg;eg
ciðtÞjviðR; tÞi � j/ii; (4)
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where jviðR; tÞi is the (normalized) nuclear wave packet on the adiabatic electronic state j/ii
and

P
i jcij2 ¼ 1 are the electronic state amplitudes. The time evolution of jWðR; tÞi is governed

by the field-free nuclear Hamiltonian Ĥ0, which includes the nonadiabatic coupling matrix ele-

ments that account for CoIns or avoided crossings in the time evolution. The elements of the

reduced electronic density matrix ~q are given by ~qijðtÞ ¼ c�i ðtÞcjðtÞhviðtÞjvjðtÞi ¼ qijhviðtÞjvjðtÞi,
which depends on the dephasing caused by the adiabatic nuclear wave packet overlap in states i
and j. Expanding the time-dependent densities in the electronic states using the diagram in Fig.

1 results in

Sðq; tÞ ¼ N

ð
dtjEpðtÞj2

X
ijk

qijðtÞhviðtÞjr̂†
ikðqÞr̂kjðqÞjvjðtÞi: (5)

Figure 2 gives the complete set of diagrams. For a two electronic state model, these result in

the following five contributions to the signal:

hr̂†ðq; tÞr̂ðq; tÞi ¼
(

qeeðtÞhveðtÞjr̂†
eer̂eejveðtÞi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðiÞ

þqggðtÞhvgðtÞjr̂†
ggr̂ggjvgðtÞi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðiiÞ

þ qeeðtÞhveðtÞjr̂†
egr̂gejveðtÞi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðiiiÞ

þqggðtÞhvgðtÞjr̂†
ger̂egjvgðtÞi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðivÞ

þ 2< qegðtÞhveðtÞjr̂†
eer̂egjvgðtÞi þ qegðtÞhveðtÞjr̂†

egr̂ggjvgðtÞi
h i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðvÞ

)
; (6)

where the electronic populations and coherences are given by the diagonal and off-diagonal ele-

ments of the density matrix qijðtÞ � c�i ðtÞcjðtÞ, respectively, and we have defined the electronic-

state matrix elements of the charge-density operator r̂ij � h/ijr̂ðqÞj/ji (which remains an oper-

ator in the nuclear space and we omit the q dependence for brevity). Equation (6) agrees with

earlier results39,40 but identifies the different contributions in the adiabatic basis.

The first two terms on the right-hand side of Eq. (6) (i) and (ii) represent the elastic dif-

fraction from states e and g, respectively, which encode the time evolution of the nuclear wave

packets in the two electronic states. The next two terms, (iii) and (iv), represent the inelastic

(rð†Þeg ) scattering from the electronic ground and excited state populations. The last term (v) is

due to scattering off electronic coherences between jgi and jei.
Diffraction is often analyzed by assuming that the molecular electronic charge density is

solely composed from the atomic densities. In case the molecule is in the electronic state e, Eq.

(6) can be simplified by the independent atom approximation15,43,44

FIG. 1. Loop diagram for single-molecule X-ray scattering processes. The shaded area represents an excitation process that

prepares the system in a superposition state by an actinic pump (jgi is the electronic ground state). We denote modes of the

X-ray pulse with p and p0, whereas s, s0 represent relevant scattering modes (kpð0Þ has frequency xpð0Þ and ksð0Þ has frequency

xsð0Þ ). For brevity we use j/ii ! jii for the electronic states in this figure to aid readability. A complete set of diagrams for

Eq. (6) is given in Fig. 2.
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~S1;i:a:ðqÞ ¼
X

a

X
b<a

jfaðqÞjjfbðqÞj cos ð/bðqÞ � /aðqÞÞ

�
ð

dReiqRv�eðRÞveðRÞ; (7)

where fa(q) is the atomic charge density of the ath atom in the molecule and /aðqÞ is its phase

factor. This widely used expression approximates term (i) in Eq. (6) but does not account for

inelastic scattering events and contributions due to electronic coherences. Our theory explicitly

separates inelasticities, which are described by transition charge densities r̂ijðqÞ (i 6¼ j) that

interfere with ground and excited state terms r̂iiðqÞ.

III. AVOIDED CROSSING DYNAMICS IN SODIUM FLUORIDE

We now present and discuss the five contributions to the diffraction signal from sodium

fluoride. This molecule possesses a similar electronic structure to sodium iodide, the avoided

crossing of which was studied in Zewail’s landmark optical experiment.45 Excited-state diffrac-

tion of sodium iodide has been calculated41 by including the nonadiabatic dynamics but focusing

solely on the elastic scattering processes [corresponding to terms (i) and (ii)]. An avoided cross-

ing between the ionic and covalent states at 8 Å, known as harpooning, creates an electronic

coherence in the course of the time evolution of the excited state nuclear wave packet (see Fig.

3). Iodine is a strong X-ray scatterer, and its large nuclear charge leads to a charge density dis-

tribution, which is heavily dominated by its core electrons. While this is still the case for molec-

ular form factors of lighter element compounds, they have a more prominent contribution from

valence electrons compared to the core electrons. The coherence contributions, which depend on

the transition densities and are dominated by the rearrangement of valence electrons, are thus

expected to be relatively stronger in sodium fluoride than in sodium iodide.

A. Electronic structure calculations and nonadiabatic wave packet dynamics

The electronic structure of NaF was calculated with the program package Molpro46 at the

CAS(8/9)/MRCI/aug-cc-pVTZ level of theory. A Douglas-Kroll-Hess 10th-order correction has

FIG. 2. Loop diagrams for single-molecule X-ray scattering processes as given by Eq. (5) and Fig. 4. The shaded area repre-

sents an arbitrary excitation that prepares the system in a superposition state of jgi and jei. Diagrams for elastic scattering

from e and g are shown in (i) and (ii) respectively, while the diagrams for inelastic scattering from e and g are displayed in

(iii) and (iv). The bottom row (v) represents all diagrams involving to electronic coherences. We denote modes of the X-ray

probe pulse with p and p0, whereas s, s0 represent relevant scattering modes (kpð0Þ has frequency xpð0Þ and ksð0Þ has frequency

xsð0Þ ). Elastic scattering processes come with r̂gg or r̂ee and are denoted by black field arrows. Inelastic processes in which

the molecule gains (Stokes) or loses (anti-Stokes) energy to the field come with r̂ge or r̂eg depending whether the action is

on the ket or bra and are denoted with red and blue field arrows to indicate the field’s spectral shift due to the particular dia-

gram. Note that we use jii instead of j/ii for the electronic states in this figure to aid readability.
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been used47,48 to account for scalar relativistic effects caused by the core electrons. All densi-

ties were evaluated from the state specific charge density matrices (and transition charge density

matrices) P(ij), expanded in the atomic orbital basis functions /sðrÞ

r̂ijðq; RÞ ¼
ð

dre�iq�r
X

rs

PðijÞrs ðRÞ/�r ðr; RÞ/sðr; RÞ: (8)

Both the transition dipole and the integrated transition density,
Ð

drjrgej shown in Fig. 4,

peak at the avoided crossing point. The matrix elements of the electronic density operator

r̂�ikðq; RÞr̂kjðq; RÞ are displayed in Fig. 5. For clarity, we only show the projection along the

direction of molecular axis obtained by integrating over the perpendicular directions. The diago-

nal density r̂2
ee [Fig. 5(a)] is clearly dominated by contributions from the core electrons, and the

stripe pattern reflects the bond length in reciprocal space [see Eq. (1)]. The transition density r̂2
ge

[Fig. 5(b)] mainly contains contributions from the valence orbitals involved in the transition. It is

about 4 orders weaker than the diagonal matrix element [Fig. 5(a)]. However, it peaks at the

avoided crossing, making it most suitable for the detection of inelastic contributions. The mixed

matrix element r̂†
eer̂eg [Fig. 5(c)] is a product of the electronic charge densities and the transition

densities.

FIG. 3. Adiabatic potential energy surfaces for the electron harpooning in NaF (ionic state X1R jgi black, covalent state

A1R; jei red). The inset displays a close up of the avoided crossing region.

FIG. 4. Transition dipole moment lge between the X and A states of NaF (a) and magnitude of the transition density rge (b).
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Nuclear wave packet dynamics simulations were carried out on a numerical grid with 1200

grid points for the nuclear coordinate R (extending from 2 to 24 Å) and the electronic states g
and e. The Hamiltonian, which describes the coupled electronic and vibrational degrees of free-

dom, is given by

Ĥ ¼
T̂ þ V̂ gðRÞ �EpuðtÞl̂geðRÞ þ K̂ge

�EpuðtÞl̂egðRÞ � K̂eg T̂ þ V̂ eðRÞ

0
@

1
A; (9)

where

T̂ ¼ � 1

2m

@2

@R2
(10)

is the kinetic operator of the nuclei, m the reduced mass of the nuclei, and

K̂ge ¼
1

2m
2fge

@

@R
þ @

@R
fge

� �
(11)

approximates the non-adiabatic couplings31,35

FIG. 5. Relevant density operator matrix elements in the nuclear subspace of NaF [obtained using Eq. (8)]: (a) r̂2
eeðq;RÞ,

(b) r̂2
geðq;RÞ, and (c) jr̂†

eeðq;RÞr̂geðq;RÞj. r̂2
gg is not shown due to its visual similarity to r̂2

ee.
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fge ¼
f0

R� R0ð Þ2 þ s2
(12)

is the non-adiabatic coupling matrix element between g and e and has been obtained by a fit to

values calculated with the DDR routine in MOLPRO.46 The fitted parameters are f0¼ 0.0387,

R0¼ 8.222, and s¼ 0.0778 (all values in atomic units).

We assume a Gaussian pump-pulse envelope

EpuðtÞ ¼ E0 cos ðxtÞ exp ð�2 lnð2Þt2=w2Þ; (13)

where w is the full width at half maximum of the intensity profile E2
pu. The probe-pulse is not

included in the propagation but is treated pertubatively and is then included in the final signal

calculation [Eq. (1)]. The wave function WðR; tÞ ¼ ðcgðtÞvgðR; tÞ; ceðtÞveðR; tÞÞT is obtained by

propagating the vibrational ground state of the X1R state with a Chebyshev scheme49 using the

Hamiltonian Eq. (9). The kinetic operator is modified with a perfectly matched layer50 for g to

avoid spurious reflections at the edges of the grid (22 Å). The signal is then obtained by evalu-

ating Eqs. (3) and (5) and inserting the time-dependent wave functions and density operators

(r̂†
ikr̂kj, as shown in Fig. 5). We use the adiabatic basis, but the calculation is exact. The elec-

tronic coherence is obtained from the combined electronic-nuclear wave function and includes

dephasing caused by the overlap of the nuclear wave packets and its decay

~qeg ¼ c�eðtÞcgðtÞhvejvgi: (14)

This results in the decay and revival of the electronic coherence. The wave packet dynamics in

the excited state potential (ve(R, t)) is depicted in Fig. 6. It passes through the avoided crossing

between 200 and 240 fs and reaches its outer turning point around 500 fs. The time-dependent

excited state population alongside with the magnitude of the electronic coherence is shown in

Fig. 7. The two relevant valence states (Fig. 3) are the X1Rþ ground state and the A1Rþ state

(referred to as g and e in the following). A UV pump-pulse creates an excited-state population

qee� 30%, triggering the nuclear wave packet dynamics in states g and e that is subsequently

probed with a 2.5 fs X-ray probe pulse. The time dependent excited-state population and the

coherence are displayed in Fig. 7. At around 200 fs, the excited-state nuclear wavepacket first

reaches the avoided crossing and returns to the crossing between 750 and 900 fs.

FIG. 6. Nuclear wave packet dynamics (jveðR; tÞj2) in the covalent A1R state following excitation with a 10 fs pump-pulse

(FWHM).
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IV. THE DIFFRACTION SIGNAL

Figure 8 shows the diffraction pattern as well as the relative magnitude of the five contribu-

tions to the signal in Eqs. (6) and (1). The contributions to the diffraction signal are shown as

labeled in Eq. (6) [(i) through (v), corresponding to the diagrams of Fig. 2]. The elastic diffraction

signal, which stems from the charge density r̂ee, is shown in Fig. 8(i). The time evolution repre-

sents the wave packet motion, i.e., the fringe spacing increases as the wave packet moves towards

a longer bond length. The actinic pump-pulse (full width at half maximum 10 fs) also creates a

non-stationary nuclear wave packet in the electronic ground state. This ground-state hole has a

comparable magnitude to the excited state contribution Fig. 8(i). Figure 8(ii) shows the diffraction

signal from the ground state density. The interference fringes are signatures of an oscillating

vibrational wave packet in the ground-state potential. This hole burning phenomena will occur for

pump-pulses that have bandwidths smaller than that of the Franck-Condon region.

The inelastic contribution that stems solely from the transition densities r̂eg and the

excited-state wavepacket in Fig. 8(iii) is�4 orders of magnitude weaker. It carries no informa-

tion about the electronic coherence but is dominated by the shape and magnitude of the transi-

tion density r̂2
eg and is closely related to the transition dipole moment. This contribution varies

widely over time since the nuclear wavepacket enters a region where the transition dipole van-

ishes. The inelastic scattering from the ground state shown in Fig. 8(iv) is also modulated by

the wavepacket motion. Compared to Fig. 8(iii), its intensity is only weakly modulated since it

never reaches a region where the transition dipole moment vanishes.

Figure 8(v) depicts the combined contribution of inelastic scattering of the electronic coher-

ences. This contribution is responsible for the time-evolving density caused by the electron

dynamics.42 At�220 fs, when the wavepacket hits the avoided crossing regime, an electronic

coherence is created, resulting in a slow temporal oscillation that spreads over a wide range in

q-space. This contribution is� 3 orders of magnitude weaker than the excited-state density [Fig.

8(i)] but one order of magnitude larger than the other inelastic contributions (iii) and (iv).

Another contribution appears at around 800 fs, which stems from the returning wavepacket, but

it is much weaker due to the larger spread of the wavepacket. When the wavepacket returns to

the Franck-Condon point, a larger spike in the coherence is visible in Fig. 7 at around 1100 fs.

This contribution is averaged out in Fig. 8(v) due to the probe-pulse length and would require

an attosecond rather than a femtosecond pulse to observe. Figure 9 shows the coherence contri-

bution in Fig. 8(v) in real-space (Fourier transform). The first passage through the avoided

crossing at 200 fs shows a clear signature at 8 Å, thus giving a hint of where the electronic

coherence has been created. The second passage at around 800 fs is also visible.

V. CONCLUSIONS

In conclusion, the simulated gas-phase or single-molecule diffraction signal of sodium fluo-

ride undergoing nonadiabatic avoided crossing dynamics contains signatures of the created

FIG. 7. Time evolution of the excited-state population (A1R, black) and the magnitude of the coherence jqegj (blue). The

initial coherence created by the pump-pulse (T< 50 fs) is not shown. The coherence at 220 fs is created by the outward

wave packet passing through the avoided crossing, while the strong coherence around 1100 fs corresponds to the wave

packet return to the Franck-Condon region.
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FIG. 8. Variation with a probe delay T of the five basic contributions to the gas-phase diffraction signal of NaF vs. the momen-

tum transfer q. Panel labeling corresponds to Eq. (6). Signal intensities are normalized relative to (i). (i) and (ii) Elastic contri-

butions from e and g, respectively. (iii) and (iv) Weaker inelastic contributions from e and g, respectively. (v) Combined

contribution of inelastic scattering and electronic coherences whose intensity lies between the elastic and inelastic terms.
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electronic coherence on top of the dominant ground- and excited-state wavepacket motions.

The diffraction signal depends on the ground- and the excited-state charge densities as well as

the transition charge density that causes the inelastic contribution (v). These densities depend

on time through the interatomic distance, which can be extracted directly from the diffraction

signal. The shape of the nuclear wavepacket can be qualitatively retrieved without further phase

reconstruction. For diatomic molecules, this allows to create a molecular movie out of the dif-

fraction data. The coherence contributions do not merely indicate that a coherence has been cre-

ated but also reveal where it has been created. Its contribution is significantly weaker than elas-

tic scattering processes and appears as a rapid oscillation on top of the diffraction pattern. A

recent XFEL diffraction study of molecular iodine in gas phase17 claimed that the ground and

excited state diffraction amplitudes interfere to form a holographic pattern. Our analysis does

not support these claims.18 It will be interesting to explore other nonlinear optical signals where

the coherence contribution is more pronounced and possibly background-free.32,33 Finally, we

note that, by including additional nuclear coordinates, our approach may be used to predict sig-

natures of CoIns in polyatomic molecules. Extended nonlinear probe schemes may be capable

of directly imaging the transition density.
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APPENDIX A: THE SCATTERING SIGNAL

We start with the basic definition of the signal derived from the time-dependent perturbation

theory, which allows its convenient dissection into its different contributions. In a previous

work,51 we derived the following expression for single-molecule frequency-resolved diffraction

signals

Sð�x; ks;KÞ ¼
ð

dxjF f ðx; �xÞj2x02
X

a

ð
dxpdxp0ApðxpÞA�pðxp0 Þe�iðq�q0Þ�ra

� hr̂að�q0;xp0 � x0Þr̂aðq;x0 � xpÞi: (A1)

In Eq. (A1), Ap(x) is the vector potential envelope for the X-ray probe, F f is a frequency gating

(detector sensitivity) function, K stands for the set of parameters defining the X-ray field, and

FIG. 9. Real-space picture of the coherence contribution to the TRXD signal obtained by a Fourier transform of Fig. 8(v).
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qð0Þ � x
c k̂s � kpð0Þ is the momentum transfer (k̂s is the direction of the scattered wavevector). In

standard applications, the molecules that compose the sample are assumed to have identical

charge distributions and the subscripts a on the charge density should be dropped, as we will do

for the remainder of this manuscript. Assuming no frequency resolution, we have F f ðx; �xÞ ¼ 1

for the frequency gating function. The long-range (inter-molecular) structure of the sample is cap-

tured by the structure factors

F1ðqÞ ¼
X

a

e�iq�ra (A2)

in terms of which the diffraction signals can be written as

S1 ks;Kð Þ ¼
ð

dx
x2

xpx0p

ð
dxpdxp0Ep xpð ÞE�p xp0ð Þ

� F1 q� q0
� �

hr̂ �q0;xp0 � x
� �

r̂ q;x� xpð ÞiÞi (A3)

where we have substituted the electric field envelopes for the vector potential. For near-elastic

scattering, we approximate x
xð0Þp

� 1, which is nearly valid even for inelasticities of several eV since

the central frequency of the X-ray pulse is on the order of 10 keV. Similarly, the momentum trans-

fer is approximated as independent of frequency. For the purpose of time-resolved diffraction

studies, a time-domain expression is more convenient to simulate due to the nuclear motion. We

thus substitute the time-domain charge density operator

r̂ðq;xÞ ¼
ð

dtr̂ðq; tÞeixt; (A4)

where we work in the interaction picture so that the operator time-dependence is through the field-

free propagator, to obtain

Sðq;KÞ ¼ F1ð0Þ
ð

dx
ð

dtdt0eixðt�t0ÞEpðtÞE�pðt0Þhr̂ð�q; t0Þr̂ðq; tÞi; (A5)

where we have replaced ks by q in the argument in accordance with the quasi-elastic approxima-

tion. Upon carrying out the dx integration and using r̂ð�qÞ ¼ r̂�ðqÞ finally results in Eq. (1)

APPENDIX B: THE ELECTRONIC CHARGE DENSITY OPERATOR

In this section, we discuss the operator nature of the charge density and its consequences. We

will ignore nuclear dependence and will begin by considering a one-electron system. We seek an

operator r̂ðrÞ such that the expectation value in a given state is the charge density

jwðrÞj2 � hwjr̂ðrÞjwi ¼
ð

dr0dr00hwjr00ihr00jr̂ðrÞjr0ihr0jwi

¼
ð

dr0dr00w�ðr00Þwðr0Þhr00jr̂ðrÞjr0i: (B1)

This identifies the real-space matrix elements of the electronic charge density field operator

rr00r0 ðrÞ � hr00jr̂ðrÞjr0i ¼ dðr� r0Þdðr� r00Þ: (B2)

For a state decomposed into eigenmodes jwi ¼
P

k cijii, we have

hwjr̂ðrÞjwi ¼
X

ij

qijw
�
i ðrÞwjðrÞ; (B3)
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where qij ¼ c�i cj are the electronic populations and coherences. Note that this matches the usual

field-theoretic definition of the charge density r̂ðrÞ ¼ ŵ
†ðrÞŵðrÞ

1. The one-electron charge density operator of a many-electron system

We now extend the reasoning of the previous paragraph to an n-electron state jWi. The real-

space identity operator in the space spanned by such states isð
dr1…drnjr1;…; rnihr1;…; rnj �

ð
fdrgjfrgihfrgj (B4)

and the one-electron charge density is52

ð
dr2…drnjWðfrgÞj2 ¼ hWjr̂ðrÞjWi

¼
ð
fdr0gfdr00gW�ðfr00gÞWðfr0gÞhfr00jr̂ðrÞjfr0gi: (B5)

Since the charge-density operator is a one-electron operator, we have the straightforward n-elec-

tron generalization of Eq. (B2)

hfr00jr̂ðrÞjfr0gi ¼
X

m

dðr� r0lÞdðr� r00lÞ
Y
m 6¼l

dðr0m � r00mÞ; (B6)

which is directly confirmed by substitution into Eq. (B5) and gives

hWjr̂ðrÞjWi ¼
X

ij

qijrijðrÞ; (B7)

where we have identified

rijðrÞ ¼
ð

dr2…drnW
�
i ðr1;…rnÞWjðr1;…rnÞ: (B8)

We note that this result can equally well be obtained by the use of real-space field operators for

many-electron systems as explicated by Cederbaum.53,54 Moreover, Eq. (B8) is readily general-

ized to account for nuclear degrees of freedom R as

r̂ijðrÞ ¼
ð

dr2…drnW
�
i ðR; r1;…rnÞWjðR; r1;…rnÞ; (B9)

where the circumflex indicates that the left hand side remains an operator in the nuclear subspace

due to dependence on R.
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