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ABSTRACT: With the advancement of intense ultrafast X-ray
sources, it is now possible to create a molecular movie by
following the electronic dynamics in real time and real space
through time-resolved X-ray diffraction. Here we employ real-
time time-dependent density functional theory (RT-TDDFT)
to simulate the electronic dynamics after an impulse core or
valence ionization in the glycine—phenylalanine (GF) dipeptide.
The time-evolving dipole moment, the charge density, and
the time-resolved X-ray diffraction signals are calculated.
The charge oscillation is calculated for 7 fs for valence ionization
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and S00 as for core ionization. The charge oscillation time scale is comparable to that found in a phenylalanine monomer (4 fs)
[Science 2014, 346, 336] and is slightly longer because of the elongated glycine chain. Following valence ionization, the charge
migration across the GF is mediated by the delocalized lone-pair orbitals of oxygen and nitrogen of the electron-rich amide
group. The temporal Fourier transform of the dipole moment provides detailed information on the charge migration dynamics
and the molecular orbitals involved. Heterodyne-detected attosecond X-ray diffraction signals provide the magnitude and phase
of the scattering amplitude in momentum space and can thus be inverted to yield the charge density in real space.

1. INTRODUCTION

Electronic charge density redistribution is the most elementary
chemical process. Electron transfer between sites can trigger
various photochemical and photophysical processes. Excited-state
processes can be investigated by monitoring the electronic
response of the system to optical excitation. Real-time and real-
space visualization of electronic structure, ie., creation of mole-
cular movies, is now feasible thanks to new ultrabright and ultra-
short X-ray pulses." X-ray diffraction is the standard tool for the
determination of the nuclear and electronic structures of solids,
liquids, and molecules in the gas phase.z_5 Time-resolved hard
X-ray diffraction®™® can generate molecular movies because the
X-rays have wavelengths comparable to interatomic distances
(1 A for a 12 keV X-ray beam) and attosecond temporal resolution.

Charge transfer across a molecule generally takes hundreds of
femtoseconds to picoseconds since it involves nuclear rearrange-
ment. Charge migration, on the other hand, is a purely electronic
process induced by electron correlations without the partici-
pation of nuclei. Charge migration governs the early electronic
dynamics and affects the subsequent charge transfer. It was first
reported by Weinkauf et al,” who captured the fragmentation
product at a site remote from the initially created hole in iso-
lated peptides. Recently, sub-S fs charge migration in phenyl-
alanine, an aromatic amino acid, was measured by Nisoli'
and Greenwood'' using an extreme-ultraviolet pump and
visible/near-infrared probe setup. Extensive Green’s function
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theoretical studies on the mechanism of charge migration
and the role of electron correlations were performed by
Cederbaum.'”"? Subfemtosecond charge migration simulations
in Tyr-terminated tetrapeptides were reported by Levine."*
The molecular dynamics of doubly charged uracil in the gas
phase has recently been simulated by time-dependent density
functional theory (TDDFT)."® The calculations become rapidly
intractable with molecular size because of the prohibitively large
number of relevant eigenstates in the ionized states. This is
especially true for core ionized states, where many valence states
can participate in the dynamics. Recently, Lopata'® reported a
real-time TDDFT (RT-TDDFT) study of the charge migration
dynamics following nitrogen K-edge ionization of nitro-
sobenzene, which demonstrated the robustness of RT-TDDFT
to be comparable to that of post-Hartree—Fock methods.

In this work, we used RT-TDDFT to simulate the time-
resolved X-ray diffraction signals of the charge migration
dynamics following valence or core ionization of the glycine—
phenylalanine (GF) dipeptide (see Figure 1). We considered
the ionization of either core (amide O 1s and N-terminal N 1s)
or valence (N-terminal N lone pair and phenyl chromophore)
electrons. The X-ray diffraction signals reveal 7 fs charge
migration after valence ionization and 500 as dynamics
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Figure 1. Attosecond X-ray diffraction imaging of electron—hole dynamics following an impulsive ionization. (a) Experimental scheme.
The electron—hole dynamics created by an impulsive ionization pump is probed by an X-ray probe pulse after a time delay T. (b) Level scheme

(ground state Ig), valence ionized states Iv), and core ionized states Ic)) for the X-ray diffraction signals. (c) Inverse Fourier transform (FT ™) of the

X-ray diffraction signals recovers the real-space electron—hole density.

following core ionization. Heterodyne detection of the X-ray
diffraction signals should allow the signal to be inverted from
momentum space to real space. The beating pattern of the
dipole moment reveals the electronic states involved.

2. THEORETICAL FRAMEWORK

2.1. Diffraction off the Time-Evolving Charge Density.
The electronic charge density is given by the expectation value
of the charge density operator o(r):

o(r) = ey’ Dy (x) ©))

where ¢ is the electron charge and w'(r) and w(r) are the
electron field Fermion creation and annihilation operators at
position r, respectively. Diffraction is related to the spatial
Fourier transform of the charge density operator:

o(q) = f dr e "6 (r) @)

where q = k, — k, is the scattering vector where k, and k, are
the scattered and incoming X-ray wavevectors, respectively.
Diffraction signals are usually measured in the spontaneous
(homodyne) detection mode:"”

Sn(@) 2| /a6 AT () 0(a, 0) "

where Ay is the vector potential envelope of the diffracted
X-ray pulse, w; is the scattered photon frequency, and t = 0 is
the ionization time that triggers the electronic dynamics.

Alternatively, the stimulated coherent (heterodyne) diffrac-
tion signal'” created by a single molecule, which employs two
pulses with envelopes Ay and Ay, is given by

Spa(@) & 25 [ dt A (DA 0(a, 1) @

The heterodyne signal requires two coincident, non-collinear
X-ray pulses with a controlled relative phase. We shall track the
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Figure 2. (left) Molecular structure of the glycine—phenylalanine

(GF) dipeptide. (right) Valence molecular orbitals HOMO and
HOMO-1 (isovalue of 0.04).

hole dynamics following ionization, focusing on the hole
density, which is given by the difference between the time-
evolving charge densities in the ionic state and the neutral
ground state: (0((1) t))hole = <o-(q) t))ion - (0'(‘1; t))neutral' Shet is
useful for monitoring signals from the difference density
directly, such as the hole density in the ionized molecule and
the electron—hole pair in the excited molecule. The heterodyne
signal is linear in the charge density and such differences can
easily be carried out, unlike for the homodyne signal expressed
as a squared amplitude. The signal from the difference density
can be obtained by subtracting the two signals.

Shet(<6(ql t))hole) = Shet((”(ql t)>ion) - Shet(<a(ql t))neutral)

)

This is different from the conventional homodyne-detected signal

(eq 3), which gives the square of the density and thus measures
the square of the difference density.

2.2. RT-TDDFT Calculation of the Signal. Many
theoretical approaches have been used to model excited-state
dynamics, including time-dependent Hartree—Fock,"® TDDFT,"”
coupled cluster,”” and multiconfigurational self-consistent field
calculations,”" in conjunction with nuclear dynamics methods
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such as Born—Oppenheimer molecular dynamics,”* Ehrenfest
dynamics,"* and surface hopping.”*** A time domain approach
that explicitly propagates the electron dynamics in an external
field is a natural for describing ultrafast spectroscopy.
RT-TDDET'”**7*® has been successfully applied to compute
absorption spectra of large molecules,”” core excitation,”
polaron pair formation,”" charge transfer,””** light absorption
of a photocatalyst,”* and molecular conductance.”

We used RT-TDDFT as implemented in NWChem®*’
to simulate the charge migration dynamics after core or
valence ionization of GF. The dynamics is obtained by solving

equations of motion for the reduced single-electron density
matrix p(t), rather than expanding in eigenstates:*®

Op(t) _
IT = [F(t); P(t)] (6)

(in au), where the time-dependent Fock matrix F(t) is given by’

Flp(t)] = H*" + G/ [p(t)] + aG"[p(1)]

+ PGP ()] + G [p(t)] — p-E(t)
(7)

Charge migration following HOMO ionization
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Figure 3. RT-TDDFT simulation of the electron—hole dynamics following HOMO ionization of GF. (a) Time-evolving dipole moments.
(b) Snapshots of the hole density (isovalue of 0.006; hole in orange, electron in blue) and the Sy, signals (eq 4). (c) Fourier transforms of the time-

evolving dipole moments.
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in which H®" is the core Hamiltonian, which is the sum of the
nuclear repulsion energy and the one-electron energy; G/[p(t)] is
the Coulomb electron repulsion; @, f, and y are the mixing
coefficients for the Hartree—Fock exact exchange G*[p(t)], the
DFT exchange G*P*'[p(rt)], and the DFT correlation
G PFTp(r,t)], respectively, for a hybrid DFT functional; and
the last term represents the interaction between the system and
the ionizing field E(¢) in the dipole approximation, where p is the
dipole operator.

The expectation value of the charge density (o(r,t)) is
obtained from the density matrix:

(o, 0) = Ty @y e)n, (0

i (8)
where the ; are the MOs in the neutral ground state. (6(q, t))
is then obtained as the spatial Fourier transform of the real-
space charge density (see Figure 1). The computational cost for
each step in an RT-TDDFT calculation is similar to that for the
ground-state self-consistent field calculation for any type of
excitation energy range or the ionization of a valence or core
electron. This is useful for the study of core-state dynamics in
moderate-sized molecules, such as oligopeptides. Equation 6
was integrated using a two-step predictor—corrector scheme:***’

p(t+ At) = e—iF(H’At/Z)Atp(t)eiF(t+At/2)At ©

The PBEO exchange—correlation functional”® and 6-31G(d)
basis set were employed in the spin-polarized RT-TDDFT
calculations. A time step At of 0.2 au (4.84 as) was used for
valence ionization. A smaller At of 0.02 au (0.484 as) was
required for core ionization because of the higher frequencies
involved. All of the calculations were performed in the gas phase.
The electronic dynamics could be affected by solvent molecules
in biologically relevant environments. There are three major
solvent effects that could affect the electronic dynamics of the
solute: (1) geometrical reorientation of the solvent molecules
during the dynamics; (2) random orientations of solvent mole-
cules, generating a unique environment for the solute molecule;
and (3) the dielectric environment created by the electron clouds
of the solvent molecules. Geometrical reorientation of solvent
molecules during the dynamics within 15 fs would be minimal,
since it is much slower. The effect of random orientations of
solvent molecules on the electronic dynamics of the solute mole-
cule can be taken into account by simulating a number of dif-
ferent configurations and then taking a proper statistical average
of them. We plan this for a future study. The effect of the
dielectric environment given by the electron clouds of the solvent
molecules on the electronic dynamics of the solute molecule can
be approximately evaluated by the implicit solvation method,
although implicit solvation cannot account for the randomness
of the local solvent environment. Conductor-like screening
model (COSMO) solvation calculations were performed to
investigate the dielectric effect of the water medium on the charge
migration of the GF molecule.

The nonstationary ionized state was created by removing an
electron from a selected Kohn—Sham orbital i of the neutral
molecule without further self-consistent-field procedure, where
the electronic and vibrational dynamics are frozen during the
ionization process (impulsive ionization):

p=p =1 (10)
where pN and pI are the diagonal density matrices of the neutral
molecule and the ion, respectively. The validity of the initial
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state prepared by an impulsive ionization of a Kohn—Sham
orbital was confirmed for core electrons, which are energetically
well-separated from the others, with RT-TDDFT calculations."®
Impulsive ionization of a valence orbital may involve contribu-
tions from several orbitals because the energy spacing is smaller
than the bandwidth of the ionization pulse. This localized
ionization could possibly be achieved by a selective ionization
process, as demonstrated by Weinkauf et al.” Here we focused
on the distinctive features and time scales of electronic dynamics
triggered by ionizations in different core and valence orbitals.
The ionization pulse was not treated explicitly. More rigorously,
ionization is a many-electron process. The ionized state can be
expressed as a superposition of ionized states with coeflicients
based on the ionization amplitude, which depends on the pump
field envelope.'’ The probe pulse envelopes Ay, A,, and A,
were approximated by delta functions.

3. CHARGE MIGRATION IN GLYCINE—-PHENYLALANINE
FOLLOWING VALENCE IONIZATION

The GF dipeptide has a benzene chromophore in the Phe side
and a short saturated carbon bridge in the Gly side. A nitrogen
lone pair of electrons on the N-terminal amine is located in the
Gly side. The molecular orbitals (MOs) of the N lone pair and
the benzene chromophore constitute the highest occupied MO
(HOMO) and HOMO-1, respectively (Figure 2), with an
energy spacing of 0.21 eV. Since the two orbitals are spatially
well-separated, site-specific valence ionization can be detected
by X-ray diffraction. The electron-donating group, an amide
and a carboxylate, can participate in the charge migration dynamics.
We study how the existence of the electron-rich group affects
the charge (hole) migration dynamics. The hole density created
by ionizing one of the two valence orbitals will oscillate back
and forth between the initial location and electron-donating
groups along the dipeptide backbone, which is aligned along the
z axis. Because of the nonbonding character of these valence
MOs, the effect of nuclear motion on the early dynamics is
weak. The 15 fs charge migration dynamics triggered by the
ionization of either of the two valence electrons was simulated.

Figure 3 shows the simulation after an electron is removed
from the HOMO, which is mostly localized on the N-terminal
NH,. The dipole moment along the z axis, 4¢,, shows temporal
oscillation. Charge migration along z (see Figure 2 for defini-
tion of the coordinates), as indicated by y,, dominates the x and y
components with a strong oscillation, as shown in Figure 3a.
This oscillation starts after an initial 130 as decay. A similar
time scale was observed for the ultrafast initial decay after
HOMO-1 ionization and the core ionizations. Key points are

HOMO HOMO-3 HOMO-1

] — e
< s <

-6.56 eV 742 eV 6.77 eV
AE=0.86eV  AE=0.66eV

Figure 4. Pairs of molecular orbitals responsible for the beating pattern
after HOMO ionization of GF. Isovalue of 0.04. Arrows indicate the
flow of the charge migration.
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marked as i—vi in Figure 3. The ultrafast dynamics occurs along
i—ii and the subsequent charge oscillation along ii—iv.
The charge oscillation along the dynamics i—iv is displayed in
Figure 3b. In i—ii, a small amount of hole density spreads over
the hydrogen atoms in the N-terminal NH, moiety and the GF
backbone, while the majority of the hole density stays at the
initial NH, site. The hole density then migrates from NH, to
the oxygen and nitrogen atoms of the amide bond. The electron
has thus migrated from the electron-rich amide to the electron-
deficient NH, group at T = 3.32 fs. This migration takes 3.19 fs,
and the hole density at NH, is significantly decreased. The hole
then migrates back to the NH, (iii—iv) by T = 6.94 fs, leaving a
small hole density at the carboxyl group (—COOH) so that the
electronic structures of ii and iv are not exactly the same.

However, the hole density does not spread into the phenyl
group because of the potential barrier. This feature is marked
by the damped decay of the time-evolving dipole moment i,
(Figure 3a). The charge oscillates back and forth with a period
of 6.81 fs, which is slightly longer than that in phenylalanine
monomer (4.5 fs)'" because of the elongated glycine bridge.
As shown in Figure S9 in the Supporting Information, COSMO
solvation of the dipeptide in water does not significantly change
the charge migration dynamics.

The heterodyne X-ray diffraction signal (Sp..) can detect the
charge oscillation along the jonization dynamics (see Figures S1
and S2 for the Sy, and Sy signals for the hole and the total
electron density). The initially localized hole density at the
amine site generates a strong diffraction signal (i), which

Charge migration following HOMO-1 ionization

@

21 -

Hx (au

3t s

0 1 L
2 3

o (eV)

4

Figure S. Same as Figure 3 but for the HOMO-1 ionization.
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becomes weaker as the hole density spreads along the GF chain
during the ultrafast initial decay (ii). The signal further
decreases upon the migration of the major hole density from
the amine site to the amide site. Spreading the hole density in
real space causes reduction of the diffraction signal in q space.
The dynamical features of the charge migration can be monitored
by the S, signal. The most significant feature is the change in the
diffraction pattern in the g,/q, plane, since the charge migration
occurs along the z axis in real space.

The temporal Fourier transforms of the time-evolving dipole
moments p,, U, and p, after HOMO ionization (shown in
Figure 3c) carry detailed information regarding the charge
migration. The most significant contribution to y, is the beating
between 0.57 and 0.86 eV; the hole oscillates between
HOMO-1 and HOMO-3 with AE = 0.66 eV (6.3 fs) and
between the HOMO and HOMO-3 with AE = 0.86 eV
(4.8 fs) (see Figure 4). This indicates that the hole initially created
at the HOMO propagates through the dipeptide backbone via
HOMO-3 to HOMO-—1. Electron correlation between the
initial hole at the N lone-pair orbital at the terminal amine site
(HOMO) and the delocalized C=O antibonding orbital
(HOMO-3) allows the charge migration across the dipeptide.
The time scale and the spatial features of the total hole migra-
tions along i—iv are well-understood in terms of the mixture of
the hole migrations between the two pairs. We conclude that
HOMO ionization creates charge oscillation among the low-
lying valence orbitals down to 5 eV below the HOMO.

Figure S shows a similar simulation but for an impulsive
ionization of HOMO-—1, which is mostly localized on the
phenyl ring. Ultrafast decay takes place by T = 0.16 fs, where a
small amount of hole density spreads over the benzyl hydrogen
atoms and the GF chain and significant electron density grows
at the benzyl carbons. Again, we note an ultrafast 160 as
redistribution of electron—hole density in a local area. Most of
the hole density then migrates from the phenyl group to the
amide (particularly oxygen and nitrogen) by T = 2.76 fs.
A feature similar to that in the HOMO ionization was found at
T = S5.55 fs: the charge migrates back to the phenyl group,
where the initial hole density was created. It then oscillates back
and forth with a period of 5.39 fs. The charge oscillations after
the HOMO (6.81 fs) and HOMO—1 (5.39 fs) ionizations
occur on a similar time scale. The Fourier transform of the beating
pattern in the time-evolving dipole moments is shown in Figure Sc,
and the corresponding pairs of MOs are displayed in Figure 6.

HOMO-1

HOMO-4

<
-6.77 eV -7.54 eV -6.56 eV
AE=0.77 eV AE=0.98 eV

Figure 6. Pairs of molecular orbitals responsible for the beating pattern
after HOMO-—1 ionization of GF. Isovalue of 0.04. Arrows indicate the
flow of the charge migration.

The heterodyne X-ray diffraction signal (S,.) reproduces the
features of the charge oscillation in the ion (see Figures S3 and S4
for the Sy, and Sy signals for the hole and the total electron
density). The initially localized hole density at the phenyl site

334

generates a strong diffraction signal (i). The diffraction pattern is
distinct from that of the HOMO ionization located at the
N-terminal amine site. The signal is further reduced as the hole
density spreads along the GF chain in the ultrafast initial decay
(i). It then decays as the major hole density migrates from the
Then the signal grows following the hole migration back to the
phenyl site (iii—iv).

The Fourier transforms of the time-evolving dipole moments
following HOMO—1 ionization are shown in Figure Sc, and the
corresponding pairs of MOs are displayed in Figure 6. Charge
oscillations between 0.77 to 1.03 eV play a major role in the
total charge migration dynamics; the hole oscillates between
HOMO—4 and HOMO-1 with AE = 0.77 eV (5.3 fs) and
between HOMO—4 and the HOMO with AE = 0.98 eV (4.2 fs).
This indicates that the hole initially created at benzene chromo-
phore (HOMO-1) propagates through the dipeptide chain
mediated by the lone-pair electrons at oxygen and nitrogen of
the peptide bond (HOMO—4) delocalized to benzene and the
N lone-pair at the N-terminal amine (HOMO). Overall, the
charge migration following the ionization of the benzene
chromophore (HOMO-1) is faster compared with that
following the ionization of the N lone pair at the N-terminal
amine (HOMO), reflecting the higher energy difference of the
relevant orbitals.

4. ELECTRON DYNAMICS IN GLYCINE-PHENYLALANINE
FOLLOWING CORE IONIZATION
In this section, we present the charge migration dynamics in GF

following ionization of an amide O 1s or N-terminal amine
N 1s electron (Figure 7). Core ionization dynamics is element- and

Core ionized states

Amide O 1s  N-terminal N 1s
-522.4 eV -391.0eV

Figure 7. Core amide O 1s and N-terminal N 1s molecular orbitals
(isovalue of 0.04).

site-specific thanks to the highly localized nature of the core
orbitals. A core hole induces a much more pronounced charge
migration between many electronic states and on a much faster
time scale. We have limited the charge migration dynamics
following the ionization of either of the two core states up to
3.6 fs to safely exclude nuclear motions.

Figure 8 presents the charge migration following the
impulsive ionization of the amide oxygen K edge. The time-
evolving dipole moment . (Figure 8a) shows a fast decay with
a complex oscillating pattern, indicating the participation of
many MO pairs. An ultrafast initial decay (0.11 fs) is followed
by a blurred charge oscillation along the z axis. The decays of
My My and p, are distinct and out-of-phase from each other,
indicating contributions from many electronic transitions with

DOI: 10.1021/acs.jctc.7b00920
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Charge migration following amide O 1s ionization
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Figure 8. Same as Figure 3 but for the amide O 1s ionization. Isovalue of 0.01 for the hole density.

different frequencies. Figure 8b shows the time-evolving hole
density and Sy, signals. The initial hole density localized at the
amide O site quickly spreads in space, showing a more pronounced
charge migration than the valence ionizations (note the isovalue
of 0.01 in Figures 8 and 9 vs 0.006 in Figures 3 and 5). Most of
the hole density, however, remains at the initial site and the
nearby amide, while many valence states participate in the
charge migration. A similar feature in the charge migration was
calculated for the N 1s core ionization in nitrosobenzene.'®*’
The complexity arises from the fact that the core ionization
triggers many decay processes throughout the valence to core
electron regime. This is supported by the Fourier transforms of
the time-evolving dipole moments (Figure 8c), which reveal
contributions from electronic transitions with higher energy
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(up to 100 V). In the inner- and outer-valence regimes, strong
signatures of charge oscillation in various MO pairs are observed.

The Sy, signal shows an elongated pattern in reciprocal space
due to the localized nature of the core ionization in real space
(see Figures S5 and S6 for the Sy, and Sy signals for the hole
and the total electron density). The elongated signal quickly
decays upon ultrafast initial decay, and then the signal elongates
and diminishes repeatedly.

Figure 9 displays the results for the impulsive ionization of the
N-terminal N 1s orbital. The dipole moments show a complex
evolution pattern with significant oscillation (Figure 9a), similar to
the amide O 1s core ionization. An ultrafast 0.11 fs initial decay
precedes the complex time evolution of the core-ionized system.
The initial hole density spreads along the GF chain in 0.11 fs (i),
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Charge migration following N-terminal N 1s ionization
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Figure 9. Same as Figure 3 but for the N-terminal N 1s ionization. Isovalue of 0.01 for the hole density.

and the following change occurred mostly on the NH, (Figure 9b).
Again, most of the hole density created in the initial ultrafast
dynamics remains localized at the amine, while valence states
induce a dramatic change in the electronic charge density. Sub-500
as charge oscillation is observed. The temporal Fourier transforms
of the dipole moments reveal that many high-energy electronic
transitions (up to 100 eV) participate the decay of the system
(Figure 9c). The Sy signals show complicated time-evolving
features following the N 1s jonization (see Figures S7 and S8 for
the Spom and S, signals for the hole and the total electron density).

5. CONCLUSIONS

We have simulated the time-resolved X-ray diffraction signals
from impulsively created ions using RT-TDDFT. In a previous
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study,"" we had calculated such signals in glycine by expanding
it in eigenstates of the ionic states. This required calculation of
all of the matrix elements between the various excited states,
which is computationally expensive and becomes intractable for
large molecules. The RT-TDDFT approach, in contrast, avoids
the tedious calculation of core and valence excited states in
modeling the charge density dynamics. Direct solution of
equations of motion for the reduced single-electron density
matrix p(t) provides a convenient way to simulate the
electronic dynamics. Heterodyne-detected X-ray diffraction
signals allow for real-space, real-time determination of time-
evolving difference densities such as the hole density.

We have simulated the ultrafast charge migration dynamics
following impulsive ionization of the GF dipeptide over a broad
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range of electronic energies. Pure electronic dynamics has been
simulated following the ionization of valence or core electrons.
The simulations provide clear pictures of the charge migration
in the dipeptide with a sub-7 fs time scale for valence ionization
and sub-500 as time scale for core ionization. Site-specific valence
(N nonbonding and phenyl chromophore) ionizations localized
at each end of the dipeptide induce charge migration from the
initially created hole site to the electron-donating amide group.
Core ionization of either the amide O 1s or amine N 1s electrons
induces significant charge migration among the valence states,
while the majority of the hole density stays at the initial site.

The simulation yields observables such as the time-evolving
dipole moment, time-evolving charge density (o(r,t)), and time-
resolved X-ray diffraction signals that can be measured by existing
X-ray technology. Adding nuclear Ehrenfest dynamics would be
a future extension of this work. Also, inclusion of the optical
and X-ray fields in the equations of motion makes it to calcu-
late specific nonlinear optical signals selected by a phase-cycling
algorithm.™
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