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ABSTRACT: Resonant X-ray sum-frequency generation is calculated
for excitations of the fluorine and the oxygen core K-edge in acetyl
fluoride using real-time time-dependent density functional theory. The
signal is generated by an extreme-ultraviolet pulse followed by an X-ray
pulse with variable delay T. The X-ray pulse is tuned to different
element-specific core excitations and used to probe the dynamics of a
valence electronic wave packet. A two-dimensional signal is recorded
depending on the dispersed X-ray pulse frequency and the frequency
conjugated to T, revealing the couplings between core and valence
excited states. Molecular orbital decomposition of the signal reveals
which regions of the molecule contribute to the X-ray excitation.

1. INTRODUCTION
X-ray absorption spectroscopy has long been used to study
core electrons and their involvement in molecular electronic
structure. Core electrons are highly localized around the
corresponding atoms in a molecule, with element-specific
excitation energies lying in the soft- to hard-X-ray regime. By
resonantly exciting core electrons, it is thus possible to monitor
a desired region of a molecule with high spatial selectivity.
However, core excitations are often limited by their lifetime,
which restricts the observation window of the dynamics of the
associated absorption spectra and satellite peaks.
With the advent of ultrashort, coherent X-ray pulses from

high-order harmonic generation (HHG)1−3 and X-ray free-
electron lasers (XFELs),4−8 it is now possible to directly access
core excited states in ultrafast time scales via time-resolved X-
ray spectroscopies. Multidimensional nonlinear spectroscopies,
developed during the past decades in the infrared and visible
range to monitor vibrational and electronic coherences in
molecules,9,10 can be extended to the X-ray regime and probe
valence and core electronic dynamics with a broader
bandwidth.11,12

Sum-frequency generation (SFG) is a second-order non-
linear wave-mixing process, which is routinely used by
combining infrared and visible pulses to probe molecular
vibrations.13 Optical/X-ray analogues were proposed14,15 but
only very recently demonstrated thanks to the unprecedented
brightness offered by XFELs.16 Time-resolved ultraviolet/X-
ray sum-frequency diffraction has been put forward to image
ultrafast electron dynamics.17,18 First, the ultraviolet pump
generates a valence electronic wave packet consisting of a
superposition of several states. The subsequent dynamics are
then imaged via the off-resonant diffraction of a broadband X-

ray pulse at different delays. A related all-X-ray setup has also
been proposed to probe the dynamics of a core electronic wave
packet generated by an initial X-ray pulse.19 This off-resonant
X-ray SFG setup offers time- and space-resolved snapshots of
the evolution of transient charge densities. In addition, studies
of X-ray diffraction20 have shown that the resonant scattering
signal contains information on time-resolved current den-
sities21 in molecules and crystals.22,23

In this paper, we calculate resonant X-ray sum-frequency-
generation (XSFG) signals (see diagrams in Figure 1) to time
resolve the dynamics of a valence electronic wave packet
initiated by an extreme-ultraviolet (XUV) pulse. Combined
optical/X-ray wave-mixing χ(3) experiments have already been
demonstrated,16 which renders XSFGthe simpler lower-
order χ(2) nonlinear signalalso feasible. In contrast to off-
resonant XSFG, here, the delayed X-ray probe is tuned to an
element-specific core excitation, enabling the post selection of
different states in the valence-initiated wave packet. By tuning
the X-ray pulse to different core excited states, this also enables
one to gain information about the properties of the molecular
orbitals contributing to the valence electronic wave packet.
Simulations are performed for the oxygen and fluorine K-

edges in acetyl fluoride. With these two soft-X-ray core
transitions spectrally well separated by more than 150 eV, the
molecule can provide a suitable benchmark for nonlinear
XSFG, revealing how different nearby cores can select and
couple to specific valence dynamics. The small size of the
molecule also simplifies the numerical simulation of its
dynamics when driven by XUV and X-ray pulses. Thanks to
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the element-specific core transitions, resonant XSFG should
allow one to follow how the fluorine or oxygen electrons
influence differently reactions at the carbonyl carbon in acetyl
fluoride.

2. METHODS

We begin with an overview of real-time current density and
resonant XSFG. This includes a brief review of the minimal-
coupling Hamiltonian, followed by the vector potentials
relevant to this multidimensional technique and a presentation
of the resonant XSFG signal. We then provide the simulation
details to obtain the time-dependent resonant XSFG signal via
a two-step protocol with RT-TDDFT.
Real-Time Current Density and Resonant XSFG. The

XSFG setup is sketched in Figure 1i. This stimulated
heterodyne signal involves three interactions with the field.
The first interaction with an XUV pulse creates a valence

electronic wave packet, giving rise to coherences between the
ground state g and a superposition of valence excited states e. A
subsequent broadband X-ray probe is responsible for the two
following interactions marked by the blue and purple lines in
Figure 1ii and iii, which represent a stimulated Raman process
via the core excited state f.
The signal is derived by using the minimal-coupling

interaction Hamiltonian, which, for resonant excitations, is
given by

∫̂ = − ̂ ·j r A rH t r t( ) d ( ) ( , )int
3

(1)

with the current-density operator of the material j(̂r) and the
time-dependent vector potential A(r, t) = AXUV(r, t + T) +
AX(r, t) + c.c. Here, the XUV vector potential AXUV(r, t + T) =
AXUV(t + T)eikXUV·r is centered at t = −T, and the X-ray pulse
vector potential AX(r, t) = AX(t)e

ikX·r is centered at t = 0, with

Figure 1. (i) Resonant XSFG pulse sequence and optimized geometry of the acetyl fluoride molecule. (ii) Relevant level scheme. The letters g, e,
and f denote the ground and valence excited and core excited states, respectively. (iii) Ladder diagram for the signal. (iv) Comparison of the XSFG
signal resonant to the oxygen K-edge (top) and the XUV linear absorption from the real-time time-dependent dipole of the e−g wave packet
(bottom) illustrates that different valence states contribute in the two techniques.
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wave vectors kXUV and kX, respectively. For resonant
excitations, contributions to the minimal-coupling interaction
Hamiltonian involving the charge density can be neglected.
We have calculated the frequency-dispersed XSFG signal

due to X-ray photon emission from f to g. The spontaneous
homodyne signal generated when the emitted photon is not
overlaid with an external classical field is quadratic in the
current density.9,17 In our case, however, with a broadband X-
ray pulse, the photons are emitted into modes which are
already occupied by AX(r, t), resulting in heterodyne detection.
A formal definition of the stimulated XSFG signal, in terms of
the rate of change of the number of photons occupying a given
mode of frequency Ω2, is provided in the Supporting
Information. The signal is related to the Fourier transform of
the expectation value of the current density

∫ ∫ ∫Ω ∝ − ′ * ·⟨ ̂ ′ ⟩

− Ω − ′

A r j rS T r t t t t( , ) 2Im d d d ( , ) ( , )

e i t t

2
3

X

( )2 (2)

which depends on the interpulse delay T via the evolution of
⟨j(̂r, t′)⟩. The stimulated heterodyne signal is linear in the
current density, which simplifies its interpretation compared to
homodyne detection.
We shall display the 2D spectrum of the resonant stimulated

XSFG signal

∫̃ Ω Ω = Ω ΩS S T T( , ) ( , )e di T
1 2 2

1

(3)

by scanning the delay between the pump and probe pulses,
where the second and third interactions are resonant with
either the fluorine K-edge or the oxygen K-edge in acetyle
fluoride.
For sufficiently weak pulses, the contribution of the three

interactions in Figure 1ii and iii to the XSFG signal can be
described via a perturbative expansion of ⟨j(2)(r, t)⟩ to second
order in the interaction Hamiltonian of eq 1. In such a case, eq
2 can be written as

∫ ∫ ∫ ∫
∑

Ω ∝ ′

* · − + ′ − ·

′ + − − ·

∞ ∞

− Ω Ω ′A j k A

j k A j k

S T t t t t

t t t t t

t t T t t

( , ) 2Im d d d d

e ( ) ( , )e ( )

( , ) ( ) ( , 0)

e f

i t
gf

i t

fe eg

2
0

1
0

2

,
X X 1 2 X 2

X 1 XUV 1 2 XUV

2 2

(4)

with the expectation values of the current-density operators in
the interaction picture

∫= ⟨ | ̂ | ⟩· ̂ ℏ − ̂ ℏj k j rt r a b( , ) d e e ( )ek r
ab

i iH t iH t3 / /0 0

(5)

and the Hamiltonian of the molecule Ĥ0. Although the signals
presented in this work are not calculated by the perturbative
expansion (see Simulation Details), eq 4 provides insight and a
detailed description of the pathways contributing to the real-
time signal in eq 2.
Simulation Details. The XSFG signal (eq 2) was

calculated using time-dependent density functional theory
(TDDFT),24−28 which offers a favorable trade-off between
speed and accuracy. Both linear-response (LR) and real-time
(RT) TDDFT simulations have been used to describe core
ionization dynamics,29 near and above ionization electronic
excitations,30 strong-field ionization,31−34 ultrafast charge

migration,35 charge transfer,36−44 excited state absorption,45−47

optical rotation,48 X-ray absorption,49−53 and much more.
TDDFT calculations often employ the adiabatic approx-

imation, where the exchange-correlation potential only
depends on the density at a given instant in time instead of
the entire history, i.e., memory effects are neglected.54

Although this is sufficiently accurate to describe single
excitations, doubly excited states (our states f) are not
accounted for.55,56 However, the two-step calculations
employed here can describe double excitations and excited-
state dynamics.29,45,57

The ground state geometry of the acetyl fluoride molecule
(Figure 1i) was optimized using the B3LYP58,59 exchange-
correlation functional and aug-cc-pVTZ basis set60 with DFT.
DFT offers an excellent balance of speed and accuracy
compared to other electronic-structure methods. This speed-
up is especially useful here for describing the many states
(valence to core) and is important when simulating larger
systems, where higher-level calculations are not tractable. The
B3LYP functional was selected because hybrid functionals offer
a good balance of electron correlation and exchange, which is
necessary for core excitations.29 The large basis set ensures a
good convergence of the ground state. The molecule has been
oriented such that z-polarized light has excitation contributions
both along and perpendicular to the molecular axis
(Supporting Information). RT-TDDFT open-shell calculations
were performed at the B3LYP/6-31G61 level with a 0.05 au
time step to avoid aliasing and to capture the ultrafast
dynamics associated with the core excitation. Also, the choice
of basis for the RT calculations offers a good balance between
the charge migration description and the computational speed.

Figure 2. Equation 3 integrated over Ω2 showing |g⟩⟨e| dynamics
selected through f core states (top row). 2D spectra of the XSFG
signal, eq 3, show the valence-core coupling (bottom row). The |g⟩⟨e|
dynamics that are selected by resonant X-ray core excitation are
observed in the Ω1 axis of the 2D SFG signal at the resonant
frequency of the core (Ω2). Resonant excitation through the K-edges
of fluorine (left) and oxygen (right) offers additional selectivity of
|g⟩⟨e| dynamics.
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The two-step protocol was performed using the RT-TDDFT
module62 implemented in the development version of
NWChem63 to compute the time-evolving density matrix
below. In the first step, the molecule is excited by the XUV
pulse to determine the orbital occupations of the excited state
DFT reduced single-electron density matrix. A second RT-
TDDFT calculation is then performed where these occupa-
tions are used to describe the initial (t = 0) singly excited
reduced density matrix.29 This density matrix is expanded in
the valence basis set to obtain a nonstationary state (wave
packet), which evolves in time from the initial condition.
During its time evolution, the system is excited by the X-ray
probe field to a doubly excited state. The ground state |g⟩ is
thus built from the ground state Kohn−Sham orbitals, while
the excited states |e⟩ are an expansion in the first-excited-state
basis, and |f⟩ are second excitations beyond that excited state.
The two-step protocol in RT-TDDFT has been used to

obtain the time- and space-dependent currents ⟨j(̂r, t)⟩ for the
calculation of the spectrum via eqs 2 and 3. In step 1 of the
protocol, we used a z-polarized Gaussian pump centered at
13.5 eV with a 32 as pulse. Since the pump interacts only once
with the molecules, we were careful to ensure that the density
matrix in our calculations is prepared in a |g⟩⟨e| coherence
state, i.e., our current is first order in AXUV and less than 1% of
an electron is populated in the excited state. The dynamics for
each real-time simulation are obtained by solving the TDDFT
equations of motion24,64

∂ρ ρ
∂

= [ ]i
t

t
t tF

( )
( ), ( )

(6)

where the time-dependent Fock matrix F(t) is given by

∫

ρ ρ α ρ

β ρ γ ρ

ρ

[ ] = + [ ] + [ ]

+ [ ] + [ ]

− ⃗ − ⃗ · ⃗

‐ ‐

i
k
jjj

y
{
zzzr r r r

t t t

t t

r

F H G G

G G

j A A

( ) ( ) ( )

( ) ( )

d ( )
1
2

( ) ( ) ( )

J Kcore

X DFT C DFT

3

(7)

The bold symbols here denote matrices written in the single-
electron state basis {ϕμ(r)}. The core-Hamiltonian Hcore is the
sum of the nuclear repulsion energy and the one-electron
energy, GJ[ρ(t)] is the Coulomb electron repulsion. α, β, and γ
are the coefficients for the Hartree−Fock exact exchange
GK[ρ(t)], the DFT exchange GX‑DFT[ρ(t)], and the DFT
correlation GC‑DFT[ρ(t)], respectively, for a hybrid DFT
functional. The last term represents the minimal-coupling
interaction Hamiltonian with the external vector potential
A⃗(r), where j(⃗r) is the current density and ρ(r) is the charge
density. For resonant interactions, the A2 term is small and is
neglected in our calculations.
The dominant state occupations for the excited-state density

matrix P(t) are used to define the orbital populations needed
for step 2 of our protocol. The excited-state density matrix is
expanded in the state basis to produce the nonstationary g−e
wave packet. RT-TDDFT is then used for step 2, where the
time-propagated wave packet is probed by the X-ray pulse. In
both steps, the vector components of the current-density
matrix j ⃗ were obtained by

⃗ = ⃗t tj P v( ) ( ) (8)

where v⃗ is the associated charge velocity. The expectation value
of the current density in space and time can then be obtained
from the matrix elements jμ⃗ν(t) of the current density matrix
(eq 8) via the explicit space dependence of the basis states
ϕμ(r)

∑ ϕ ϕ⟨ ̂ ⟩ = ⃗ *
μν

μν μ νj r r rt tj( , ) ( ) ( ) ( )
(9)

These time-dependent current densities obtained through RT-
TDDFT are then inserted into eqs 2 and 3 for the calculation
of the XSFG signal.
By tuning the X-ray pulse in the second simulation to the

oxygen K-edge or the fluorine K-edge, the molecule is excited
to the f core excited state, thereby selecting desired dynamics
from the g−e valence excited states. The selectivity gained by
the resonant probe is displayed in Figure 1iv and further
discussed below.

3. RESULTS
Core Selectivity. The 2D XSFG spectrum was calculated

for both the fluorine and the oxygen K-edges in acetyl fluoride.
The fluorine core was excited by a broadband Gaussian X-ray
probe centered at 685 eV of 320 as. In a separate calculation,
the oxygen core was excited by interaction with a similar X-ray
probe centered at 534 eV. The 2D XSFG spectra (eq 3) were
then computed by varying the delay T between pump and
probe pulses. The central frequencies of the pulses have been
slightly shifted from the TDDFT K-edge energies (see Figures
3 and 4) to cover a broad range of core states. All line widths
are generated by damping the time signal at τ = 150 au to
accelerate convergence of the Fourier transform.
Figure 2 (top row) shows the valence states in the g−e

coherence that are selectively excited through the core during
the X-ray probe and is obtained by integrating eq 3 over Ω2. By

Figure 3. Fluorine core−valence couplings in 2D X-ray sum-
frequency generation (XSFG) spectra using eq 3. The same units
are used as in Figure 2. The fluorine core to unoccupied excitations
(top, x-axis) are coupled to the valence to unoccupied excitations
(right, y-axis). At 681.5 eV, the K-edge excitation to L+8 shares a high
degree of overlap with valence transitions from H−1→ L+4 and H−2
→ L+4, thereby selecting two dynamics involving the L+4 (teal
couplings) in the XSFG. Similarly, the core excitation at 681.7 eV to
L+9 couples strongly to the same two valence excitations (pink
couplings).
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scanning T, we capture the time evolution of the surviving
valence states in the X-ray core absorption spectra. The 2D
spectra (Figure 2, bottom row) reveal which valence states
couple to the core, and are thereby selected in the probe
interaction. By comparing the spectra for fluorine (left) and
oxygen (right), we see that different states are selected by each
core.
To determine the states selected by the core excitation, we

examined the dominant molecular orbital pair contribu-
tions51,65−67 to each coupled state in the 2D XSFG spectra.
In Figure 3, the dominant states excited by the fluorine core
are shown along the top (x-axis), the first at 681.5 eV and
another at 681.7 eV. On the right (y-axis), the dominant states
contributing to the valence excitations are shown. States that
have high overlap (scalar product) and symmetry are strongly
coupled. We see that the core excitation to the LUMO+8 at
681.5 eV is coupled to the LUMO+4 both at 11.8 eV (H−1→
L+4) and at 13.4 eV (H−2 → L+4). In addition, we see that
the second core excitation to the LUMO+9 at 681.7 eV is also
coupled to the same two valence excitations. We note that all
of these states are localized around the fluorine atom,
demonstrating the spatial selectivity due to the localization of
the core state.
Similarly, the dominant states selected by the oxygen core

excitation and obtained from the 2D XSFG spectra are
displayed in Figure 4 (top, x-axis). Like the fluorine core
excitation (Figure 3), there are strong valence couplings at
11.8 eV (H−1 → L+4) and 13.5 eV (H−6 → L+4), as shown
on the right y-axis. In oxygen, however, we also note an
additional set of couplings to the valence state at 12.5 eV. The
first core excitation at 523.9 eV involves the LUMO+3, which
also contributes strongly to the valence dynamics at 12.5 eV.

The large cluster of bands near 525 eV continues the trend of
couplings at higher energies, e.g., L+5, L+8, and L+9, with
higher σ character as we move away from the excitation edge.
The states in this band, however, are composed of many of
such orbitals, so that the corresponding couplings may not be
assigned to one or two orbitals. It should be noted that the
states selected by the oxygen core excitation largely cover the
space around the oxygen atom, again offering spatial selectivity
based upon the localization of the core state.
These results can also be interpreted in terms of the

nonlocal current density obtained in our simulations. Figure 5

shows snapshots of the time-dependent current-density vectors
of the dynamics obtained by eq 9 with the probe interaction.
The oxygen core-excited dynamics (top) show large currents
near the oxygen atom, while the fluorine core excitations
(bottom) show increased currents near the fluorine atom. The
vectors from both cores have not been scaled and are directly
comparable to each other. By excitation of different cores, we
gain selectivity of different dynamics as well as molecular
regions. This allows visualization of the currents for the core-
selected dynamics.

4. CONCLUSIONS
Resonant XSFG can select, track, and interpret the time-
evolution of excited-state dynamics such as charge migration.
Core excitation can select valence states via different core
excited states. In the nonlocal description of the current, the
minimal-coupling interaction Hamiltonian goes beyond the
dipole approximation. Our resonant XSFG spectrum is based
on a nonlocal description of the light−matter interaction and
allows us to capture each resonant interaction with the field. In
addition, the Fourier transform over the delay between pulses
allows us to determine which valence states are selected

Figure 4. Oxygen core−valence couplings in 2D X-ray sum-frequency
generation (XSFG) spectra obtained from eq 3. The same units are
used as in Figure 2. The oxygen core to unoccupied excitations (top,
x-axis) are coupled to the valence to unoccupied excitations (right, y-
axis). At 523.9 eV, the O K-edge excitation to L+3 shares a high
degree of overlap with orbitals in valence transitions from H−1 →
L+4 and H−6 → L+4, which select the valence dynamics at 11.8 eV
and 13.5 eV, respectively. The O core excitation includes the L+3
state, which also strongly contributes to the valence excitation at
12.5 eV, thereby selecting these additional state dynamics via the core.
The O core excitation at 524.2 eV to L+5 has limited overlap with the
states contributing to valence dynamics at 12.5 eV, and only selects
those from H−6 → L+4 and H−1 → L+4.

Figure 5. Time-dependent current densities (eq 9) corresponding to
the oxygen (top) and fluorine (bottom) K-edge excitations. Each
snapshot shows the instantaneous current-density vectors (yellow) at
different times following the X-ray probe pulse. The red vectors
represent the longest continuous paths of tip to tail vectors. Note that
the current density for the oxygen core excitation has longer vectors
near the oxygen, with less current on the fluorine atom. In contrast,
the fluorine core-selected dynamics show increased current near the
fluorine atom. Exciting specific cores offers selectivity of different
dynamics and the relevant molecular regions.
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through the core excitation. We find that the excitations
through oxygen and fluorine cores select different valence
states. These states can then be analyzed using molecular
orbital decomposition to determine which states are coupled
and how they are localized in the molecule. Resonant XSFG
offers a powerful way to select and interpret the states excited
through the core, as well as the affected regions in the
molecule.
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