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ABSTRACT: Computational simulation of nonadiabatic molecular dynamics is an
indispensable tool for understanding complex photoinduced processes such as
internal conversion, energy transfer, charge separation, and spatial localization of
excitons, to name a few. We report an implementation of the fewest-switches surface-
hopping algorithm in the NWChem computational chemistry program. The surface-
hopping method is combined with linear-response time-dependent density functional
theory calculations of adiabatic excited-state potential energy surfaces. To treat
quantum transitions between arbitrary electronic Born−Oppenheimer states, we have
implemented both numerical and analytical differentiation schemes for derivative
nonadiabatic couplings. A numerical approach for the time-derivative nonadiabatic
couplings together with an analytical method for calculating nonadiabatic coupling vectors is an efficient combination for surface-
hopping approaches. Additionally, electronic decoherence schemes and a state reassigned unavoided crossings algorithm are
implemented to improve the accuracy of the simulated dynamics and to handle trivial unavoided crossings. We apply our code to
study the ultrafast decay of photoexcited benzene, including a detailed analysis of the potential energy surface, population decay
timescales, and vibrational coordinates coupled to the excitation dynamics. We also study the photoinduced dynamics in trans-
distyrylbenzene. This study provides a baseline for future implementations of higher-level frameworks for simulating nonadiabatic
molecular dynamics in NWChem.

1. INTRODUCTION

Nonadiabatic dynamics1−3 generally defines the evolution of
electronic excitations in optically active materials. It is
commonly associated with a number of fundamental and
complex processes such as intraband relaxation,4 energy
transfer,5 and light harvesting6 influenced by the spatial
evolution of excitations, and transformation of photoexcitation
energy into electrical energy via charge separation.7 Such
nonequilibrium molecular dynamics typically involves a
complex manifold of intersecting excited electronic states,
where the Born−Oppenheimer approximation breaks down
since the electronic and nuclear timescales are comparable.8 A
quantitative treatment of these processes typically requires
computationally expensive high-level electronic structure
methods in the combined electronic and nuclear space.9,10

Here, we employ a mixed quantum-classical dynamics
approach,11 which provides a reasonable compromise between
computational cost and accuracy allowing treatment of realistic
molecular systems.8,12−14

Molecular dynamics with quantum transi t ions
(MDQT),15,16 particularly the fewest-switches surface-hopping
(FSSH) approach,17 is a well-tested method for simulating
nonadiabatic dynamics. In spite of its ad hoc formulation, the
success of FSSH has been previously demonstrated in a wide
range of systems.8,11−13,18−22 In the surface-hopping approach,

an ensemble of trajectories is propagated, wherein each
trajectory nuclei evolve along the adiabatic/diabatic potential
energy surface (PES) of the current electron state. Nuclei are
treated classically, while electrons are treated quantum
mechanically, and transitions (hops) among coupled electronic
states incorporate feedback between the electronic and nuclear
subsystems. At the single trajectory level, detailed insights into
mechanistic information can be gained, while observables such
as excited-state lifetimes and energy or charge transfer rates are
obtained from averages over many trajectories. The statistical
ensemble of trajectories used in surface-hopping algorithms
allows quantum yields23 and branching ratios24 to be
determined quantitatively.
Here, we report an implementation of first-order state-to-

state nonadiabatic derivative couplings and multistate non-
adiabatic molecular dynamics (NAMD)2 using a combination
of linear-response time-dependent density functional theory
(LR-TDDFT)9,10,25−27 and FSSH to study and analyze
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photochemical transformations28,29 in the NWChem computa-
tional chemistry package.30,31 All required gradients and
couplings are computed simultaneously within the LR-
TDDFT framework. In addition, two electronic decoherence
schemes, instantaneous decoherence correction (IDC)32 and
energy-based decoherence correction (EDC),33,34 have also
been implemented together with the FSSH method to improve
the accuracy of the simulated dynamics. Finally, with the
addition of the state reassignment algorithm35 to identify
instances of unavoided crossings between noninteracting
potential energy surfaces, our NAMD implementation can
also handle trivial unavoided crossings,36 which are common in
large molecular systems.
The rest of the paper is organized as follows. In Section 2,

we briefly review the basic working equations of the FSSH
method, the IDC and EDC electronic decoherence schemes,
and the algorithm to identify crossing events, respectively. Our
NAMD implementation is described in Section 3. In Section 4,
we present and discuss the results of our simulations of
photoexcited dynamics of benzene, including a detailed
analysis of the potential energy surface, population decay
timescales, and vibrational coordinates coupled to the
excitation dynamics. To further illustrate our SH-NAMD
implementation, we present a study of the photoinduced
dynamics in trans-distyrylbenzene in Section 5. We present our
conclusions and outlook in Section 6.

2. THEORETICAL METHODOLOGY

To model the nonradiative relaxation of molecular systems, we
have implemented the FSSH method of Tully17 in
NWChem,30,31 building on our previous implementation of
ab initio molecular dynamics37 in NWChem and our extensive
experience developing NAMD in the NEXMD program.4,6,38

FSSH is one of the most popular nonadiabatic dynamics
methods and has shown reliable accuracy across a variety of
different problems, including a recent examination of its
accuracy for condensed-phase simulations.5,8,12,39 The central
idea of FSSH is to approximate quantum dynamics through an
ensemble of classical trajectories. Each trajectory is independ-
ent and restricted to evolve on a single adiabatic potential
energy surface (PES) at any time; however, the trajectory is
allowed to make transitions between electronic states subject
to conditions that will be explained below. The population
dynamics of the system are then determined by counting the
number of trajectories on a given state at a given time.
2.1. Fewest-Switches Surface Hopping. We give a brief

overview of the FSSH approach and refer the reader to the
published literature for more detailed discussions.17,40−42 The
initial molecular geometry is typically prepared by a finite-
temperature ground-state trajectory. After excitation to a
desired electronic state, the evolution of the nuclear degrees of
freedom continues along the excited-state potential energy
surface En(R) according to Newton’s equations of motion

= −∇M
t

E
R

R
d
d

( )nR

2

2 (1)

where M is the nuclear mass, R represents the nuclear
coordinates, and En = E0 + Ωn is the energy of the nth
electronic state (E0 and Ωn represent the ground-state energy
and the nth state excitation energy). To determine which
electronic state the trajectory should follow, the time-

dependent electronic Schrödinger equation is propagated
alongside the classical equation of motion

ℏ ∂Θ
∂

= ̂ Θi
t

t
t

r R
r R r R

( , , )
H ( , ) ( , , )el (2)

where r represents the electronic coordinates and Ĥel is the
electronic Hamiltonian. The total electronic wave function Θ is
expanded in a set of electronic basis functions

∑Θ = Ψt c tr R r R( , , ) ( ) ( , )
n

n n
(3)

eq 2 can be recast in terms of elements of the density matrix by
defining

= *a t c t c t( ) ( ) ( )nm n m (4)

thereby yielding

∑ℏ = { [ − ℏ ̇ · ]

− [ − ℏ ̇ · ]}

i
a t

t
a t V i

a t V i

R R d R

R R d R

d( ( ))
d

( ) ( ) ( )

( ) ( ) ( )

nm

l
lm nl nl

nl lm lm (5)

where

= ⟨Ψ | ̂ |Ψ ⟩ = −V E ER r R r R r R( ) ( , ) H ( , ) ( , )nl n l l nrel (6)

which is diagonal in the adiabatic basis with Vnn = En. Finally

= ⟨Ψ |∇ Ψ ⟩d R r R r R( ) ( , ) ( , )nm n mR r (7)

is the nonadiabatic coupling vector (NACR).
In the present implementation, we propagate eq 1 via

velocity Verlet and eq 5 via fourth-order Runge−Kutta43
algorithms, respectively. Density functional theory (DFT) and
LR-TDDFT are used to evaluate the electronic energies and
nonadiabatic couplings. We have implementations for both full
LR-TDDFT/RPA25,27 and the Tamm−Dancoff approximation
(TDA)44 to LR-TDDFT (See the Supporting Information (SI)
Section 1). The time-dependent nonadiabatic coupling
elements (NACT)

̇ · = ⟨Ψ | ∂
∂

Ψ ⟩
t

R dnm n m (8)

are calculated using the pseudo-wave-function approach12,45

and the numerical scheme of Ryabinkin and co-workers,13

which uses the finite-difference approximation at the level of
the molecular orbitals rather than the Slater determinants (see
the SI Section 2). This numerical scheme results in essentially
the same values for the couplings as the analytic derivative
scheme described below, but can be orders of magnitude faster.
Equation 8 calculates the coupling element NACT (Ṙ·dnm,

where Ṙ is the velocity of the nuclei) directly with a numerical
scheme. To maintain the conservation of the total electron-
nuclear energy when the state is changed, the component of
the nuclear velocities in the direction of the nonadiabatic
coupling (NACR) must be rescaled. To that end, the NACR
vector dnm(R) from eq 7 is needed. We have implemented in
NWChem46 the approach developed by Send and co-
workers47 and Parker and co-workers12 based on the analytical
LR-TDDFT excitation energy gradients formalism of Furche
and Ahlrichs.48 The first-order derivative coupling between the
ground and an excited electronic state, within the adiabatic
approximation, is obtained from a pole analysis of the
frequency-dependent linear response of the time-dependent
Kohn−Sham wave function47,49 and expressed as
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Γ

= [⟨ ⟩ + ⟨ ⟩

−⟨ ⟩ + ⟨ ⟩]·Ω

ξ ξ ξ

ξ ξ −

d D h D v

W S V

n
n n xc

n n
n

0
( ) 0 ,AO ( ) 0 ,AO ,( )

0 ,AO ( ) 0 ,AO ( ) 1
(9)

where the superscript (ξ) indicates partial differentiation with
respect to the nuclear coordinate of interest, the superscript
AO indicates quantities expressed in the atomic orbital basis,
where an arbitrary matrix M in the MO representation can be
transformed to the AO representation as MAO = CMC* using
the molecular orbital coefficient matrix C. h is the one-electron
core Hamiltonian, vxc is the exchange−correlation potential, S
is the AO overlap matrix, D0n is a generalized one-electron
transition density, W0n is a generalized energy-weighted
transition density, Γ0n is the pair transition density, and V is
the two-electron Coulomb operator defined by Vμν|λκ =
(μν|λκ); greek indices denote AOs. Further details are given
in SI Section 3 and refs12, 47
In analogy with the ground-to-excited state derivative

coupling, the state-to-state NACR between excited states n
and m can be written as

Γ Γ

= [⟨ ⟩ + ⟨ ⟩ − ⟨ ⟩

+⟨ ⟩ + ⟨ ⟩]·Ω

ξ ξ ξ ξ

ξ ξ −

d D h D v W S

V f

nm
nm nm xc nm

nm nm xc
nm

( ) ,AO ( ) ,AO ,( ) ,AO ( )

,AO ( ) ,AO ( ) 1

(10)

where Dnm and Γnm are the one-electron and pair transition
density matrices, fμν|λκ

xc represents a matrix element of the
exchange−correlation kernel in the adiabatic approximation,
Ωnm = Ωn − Ωm is the energy difference between excited states
n and m, and all other quantities are defined as in eq 9. Further
details about the construction of density matrices Dnm, Wnm,
and Γnm can be found in SI Section 3 and ref 12.
The FSSH algorithm allows the system to hop to another

adiabatic state at any time t, and the probability that the
nuclear trajectory will hop from the electronic state n to some
other state m during the time interval Δt is

= Δ ·→g t t
b t

a t
R

R
( , )

( , )
( )n m

mn

nn (11)

= ℏ * − *

̇ ·

−b t a t V a tR R

R d R

( , ) 2 Im( ( ) ( )) 2Re ( ( )

( ))
mn nm nm nm

nm

1

(12)

According to eq 4, ann(t) = cn*(t) cn(t) and the quantity bnm(R,
t) is related to the probability flux aṅn(t) = ∑j≠kbnm(R, t). Note
that gn→m = −gm→n and gn→n = 0, since dnm = −dmn and dnn = 0.4

Hopping probabilities less than zero are set to zero. During the
dynamics, ground to excited state transition density matrices
should be monitored and maintained with the same phase
(sign) to avoid a sudden sign change in the nonadiabatic
coupling. This is done by modifying the phases so that the
largest component of each solution vector remains positive
along the trajectory.
At each time step, the hopping probabilities from the current

state to all other states are calculated and a uniform random
number, ζ, on the interval (0,1) is selected. A transition from
the current state n to state m occurs if

∑ ∑ζ< ≤
=
≠

→
=

+

≠

→g g
l

m

l n

n l
l

m

l n

n l
1 1

1

(13)

Finally, if ∑
l≠n
l=1 gn→l < ζ > 1, then the system remains in state n.

To evaluate the nuclear and electronic degrees of freedom
during the molecular dynamics simulations, analytic excited-
state gradients are calculated −∇REn(R), which are used for
propagating the nuclei geometry according to Newton’s
equations of motion eq 1. The electronic energies En(R) and
NACT couplings Ṙ·dnm are updated at every trajectory point
R(t) with the atomic time step Δt. However, the time
variations of the real and imaginary parts of the quantum
coefficients in eq 5 require a smaller time step δt ≤ Δt.
Therefore, the atomic interval Δt is split up into Nq time steps
with δt = Δt/Nq. Then, eq 1 is propagated via the fourth-order
Runge−Kutta method with smaller time steps t + n δt (n = 0,
..., Nq − 1), with a simple linear interpolation and extrapolation
scheme to obtain the electronic energies En and NACT
couplings Ṙ·dnm. The switching probabilities, gn→l, are recast in
terms of the integral over time steps

∫
=

δ

→

+

g t
tb t

a t
R

R
( , )

d ( , )

( )n m
t

t N t
mn

nn

q

(14)

where Nq = Δt/δt is the number of electronic steps per atomic
integration step. The composite Simpson’s rule was used to
perform the numerical integration in eq 14.
After a hop, the nuclear trajectory begins to evolve in a new

state, and the components of the nuclear velocities along the
direction of the nonadiabatic coupling vectors15 (d0n from eq 9
or dnm from eq 10) are rescaled to conserve the total electron-
nuclear energy. If a hop to an electronic state of higher energy
is predicted and the kinetic energy available in the nuclear
coordinates along the direction of the nonadiabatic coupling is
insufficient, the hop is rejected. The velocity adjustment
procedure has been discussed elsewhere in detail.50 Ultimately,
velocity rescaling and hop rejection create a detailed balance
between transitions to higher and lower energy.51

2.2. Electronic Decoherence. In the standard FSSH
formulation, eq 5 is integrated throughout the trajectory,
leading to coherences between electronic states that persist
long after the trajectory has left the coupling region.32 These
coherences are unphysical and can potentially cause numerical
problems (i.e., violation of internal consistency of the
algorithm32). Several decoherence corrections have been
suggested in the literature. In this work, we have implemented
two electronic decoherence algorithms: the instantaneous
decoherence correction (IDC)32 and the energy-based
decoherence correction (EDC).33,34

The IDC32 is based on the assumption that divergent wave
packets will instantly separate in-phase space and should
immediately undergo independent evolution. Once a hop has
occurred, the IDC procedure reinitializes the quantum
coefficients to one for the new current state, while the
populations for all other states are set to zero. After resetting
the coefficients, the standard coefficient evolution according to
eq 5 once again takes over and the wave packet again broadens
until another hopping event happens, at which point the
process of resetting the coefficients will be repeated. Thus, the
wave packet undergoes a series of broadening and collapsing
events mediated by the trajectory hopping. In this way, after
each hop, the center of the wave packet is realigned with the
current state and internal consistency is restored. In our
current implementation, the IDC is active in all attempted
hops. If the hop is successful, the coefficient of the new state
will be set to one and the system will begin evolving on the
new state. If the hop is forbidden, the coefficient of the old
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state is set to one and the system will continue evolving on the
old state.
The EDC scheme, on the other hand, relies on rescaling the

quantum coefficients after each classical time step. The
electronic wave function is repeatedly initialized as a pure
state, and coefficient evolution is governed by eq 5. However,
the wave packet is not permitted to undergo a natural
broadening. After each nuclear time step, the coefficients are
rescaled (damped) and the wave packet is narrowed before
continuing the evolution using the rescaled values. Following
Granucci and Persico,33,34 rescaling is performed according to
the following protocol ∀ m ≠ n, where n denotes the current
state

l
moo
noo

|
}oo
~oo

τ τ
τ τ

′ =
−Δ +

∀ ≠a a
t

m l nexp
( )

,lm lm
nl nm

nl nm (15)

l
moo
noo

|
}oo
~oo

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑτ
′ = −Δ − ∑ ≠a a

t a

a
exp

1
nm nm

nm

l n ll

nn

1/2

(16)

∑′ = − ′
≠

a a1nn
l n

ll
(17)

i
k
jjjjj

y
{
zzzzzτ = ℏ

| − |
+

E E
C
E

1nm
n m

EDC

kin (18)

where CEDC is a constant, which we set to 0.1 Hartree, in line
with previous work33,34,52,53 and Ekin is the nuclear kinetic
energy.
The current implemented decoherence corrections are

similar to the NEXMD implementation,6,8,32,38 which has
been fully verified for semiempirical Hamiltonian models. Both
IDC and EDC decoherence corrections add almost no
computational cost and have been shown to give good results
for the population dynamics.32 The IDC provides a simple
method of including decoherence in nonadiabatic molecular
dynamics simulations. The results improve internal consistency
while at the same time providing a result that does not depend
on external parameters and maintains physical relevance. On
the other hand, the EDC is more reliable for systems with
small energy gaps in the spectrum.32 However, the EDC may
be dependent on the parameters chosen, which can be
significant for some systems.32 Currently, the IDC is the
default option in our implementation in NWChem.
2.3. Trivial Unavoided Crossings. In excited-state

molecular dynamics, either weakly or strongly avoided
crossings as well as unavoided crossings are common events
during radiationless vibronic relaxation.54−56 Conical inter-
sections dominate nonadiabatic nuclear dynamics on the very
short (femtosecond) timescales.2 In extended polyatomic
molecules, special cases of unavoided crossings can also take
place between two noninteracting states in the same energy
range.36,57 In such cases, denoted accidental unavoided
crossings, the nonadiabatic couplings behave as sharp peaks
strongly localized at the exact crossing points and vanish
elsewhere. Here, the wave packet trajectory must cross the
conical intersection seam following the diabatic pathway of its
parent wave function along the respective adiabatic PES.
Failure to follow the correct pathway can lead to unphysical
sudden changes in the spatial localization of the current state.58

We have implemented the algorithm of Fernandez-Alberti
and co-workers36 to identify crossing events by tracking the

identities of states over time. Using the Min-Cost assignment
algorithm,35,59 new states at the current time step i can be
assigned in terms of old states at the preceding time step (i −
1). The correspondence between states is found at each time
step based on maximizing the trace of the square of the overlap
matrix, S, whose elements are given by

∑ ρ ρ

+ Δ ≡ ⟨Ψ |Ψ + Δ ⟩

= · + Δ
μ ν

μν νμ

s t t t t t t

t t t

( ; ) ( ) ( )

( ) ( )

nm m n

m n

,

0 0

(19)

where Ψn and Ψm are the adiabatic electronic state wave
functions, r and R represent electronic and nuclear
coordinates, respectively, and Δt is the classical time step
used for the LR-TDDFT/TDA simulations. This is done by
selecting one element from each row, each pertaining to a
different column (or vice versa), of the matrix R(t + Δt) such
that the sum of their squared values is maximized. For a
maximum overlap greater than a threshold, states are
reassigned by interchanging their populations, ignoring their
couplings and the hopping probability is not evaluated for the
unavoided crossings states. The dependence of the non-
adiabatic coupling strength on the proximity to the exact
crossing point is thus removed by construction. Unavoided
crossings involving interacting states (simulated by quantum
hops) can then be differentiated from trivial unavoided
crossings between noninteracting states (detected by tracking
state identities). The current treatment of trivial unavoided
crossings is similar to the NEXMD implementation, further
details and verification of the method are provided in refs 36,
38, 57

3. NAMD IMPLEMENTATION
We have implemented the FSSH nonadiabatic molecular
dynamics (NAMD) as an extension to the quantum molecular
dynamics (QMD) module37 in NWChem. The workflow is as
follows: For each timestep, a ground-state DFT calculation is
first performed. This is followed by a LR-TDDFT/RPA or
TDA calculation to compute the excitation energies Ωs and
configuration interaction (CI) vectors. Excited-state forces are
calculated using LR-TDDFT/RPA or TDA gradients, and
derivative couplings are determined using the pseudo-wave-
function approach.45

To start the NAMD simulation, we initiate classical
trajectories as in ab initio molecular dynamics (AIMD).
Preparation of the initial conditions (snapshots of the
molecular geometry R with the respective set of nuclear
velocities Ṙ) is a critical preliminary step in the simulations.
The initial sampling of the conformational space should be
adequate to represent the equilibrated ensemble of molecules
at the given thermodynamic conditions, which may be
achieved using different thermostat models. Some possible
options for the thermostat in NWChem are stochastic velocity
rescaling,60 Langevin dynamics,61 Nose−́Hoover thermo-
stats,62 Berendsen thermostat,63 and velocity rescaling (i.e.,
isokinetic ensemble64). In the current study, a stochastic
velocity rescaling thermostat60 is applied to achieve the
canonical ensemble for the initial sampling. Depending on
the molecular system, the snapshots can be taken every 1−10
ps after the molecule has been equilibrated in the ground state
for 10−50 ps. This allows the initialization of nuclear
coordinates R and velocities Ṙ from these snapshots to form
a wave packet for the excited-state NAMD simulations. The
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next step is to populate the initial excited states. The number
of propagated excited states,Meff, should be sufficiently large to
include possible upward hops to higher-energy states. The
subsequent NAMD simulations can be run either at constant
energy or constant temperature. Here, we use the stochastic
velocity rescaling thermostat to maintain a canonical ensemble
during the NAMD stage. The inclusion of a thermostat is
critical to achieve appropriate ground-state conformational
sampling. A suitable thermostat relaxation timescale can
prevent unphysical high-temperature fluctuations during the
equilibrium process, which may adversely affect the SCF/
TDDFT convergence. However, an overly small relaxation
time will over-restrict the atomic motion, thus precluding the
system reaching equilibrium. The thermostat relaxation time
has to be larger than the atomic scale and should relate to the
system size and the target temperature. The default thermostat
relaxation time is ∼1000 a.u. Typically, the thermostat has a
smaller effect on the electronic energy relaxation rates in
ultrafast nonradiative excited-state dynamics (See ref 65).
After assigning the initial conditions, the NAMD algorithm

calculates each trajectory as follows:

1. Propagate nuclei in the interval t → t + Δt along the nth
electronic state. The gradient of the currently occupied
state −∇REn(R), along with the energies of all adiabatic
electronic states Em = E0 + Ωm and the NACT couplings
between all pairs of states Ṙ · dnm are evaluated at each
timestep t.

2. Check the trivial unavoided crossing based on the Min-
Cost assignment algorithm. If a trivial crossing is
detected, the states are reassigned by interchanging
their populations and setting their couplings Ṙ·dnm = 0
and the hopping probability is not evaluated for those
states involved in the trivial crossing.

3. Propagate the quantum coefficients anm(t) according to
eq 5 at the Nq intervals [t + n δt, t + (n + 1) δt] (n = 0,
..., Nq − 1). The state energies Em and NACT couplings,
Ṙ·dnm (eq 8), are obtained via a linear interpolation
assumption at each quantum interval t + n δt.

4. Evaluate the switching probabilities, gmn (eq 14), using
the NACT Ṙ·dnm values computed using eq 8. Generate
a random number and determine whether a switch to
another potential energy surface is needed using eq 13. If
a hop n → m is realized, the velocities are adjusted, and
the nuclei propagate on the mth state.

5. The IDC decoherence correction is invoked only when a
hop is realized. On the other hand, the EDC
decoherence correction, if used, is computed at each
atomic step following the evaluation of the switching
probabilities.

6. If a successful hop is confirmed, the state energy and
gradient will be updated in the newly occupied state.

7. Store relevant data and return to step (1).

4. EXCITED-STATE NONRADIATIVE RELAXATION OF
BENZENE

To validate and demonstrate our implementation, we have
studied the photoinduced dynamics of benzene in the gas
phase. The dynamics simulation was initiated by first
optimizing the molecule in the singlet ground state. This was
followed by a 10 ps DFT-MD trajectory at 300 K with a time
step of 10 a.u. (∼0.2419 fs). The stochastic velocity rescaling
thermostat60 was applied with a relaxation time of 800 a.u.

After a 5 ps equilibration period, 100 snapshots were randomly
sampled from the second half of the trajectory and served as
starting points for the SH-NAMD runs. Typically, the excited
system will hop downwards to lower states from the initial
state. However, to account for possible upward hops, one has
to include 1−2 excited states above the initial state in the
FSSH algorithm. We have included a total of four excited states
(S1,...,4), and all NAMD runs were initiated on the bright S3
excited state. All excited states were computed within LR-
TDDFT/TDA approximation, with SCF convergence thresh-
olds set to 10−8 Eh. In total, we have simulated 100
independent trajectories with a 10 ps simulation time for
each trajectory. We ran three sets of calculations with different
exchange−correlation functionals and basis sets (PBE066/
STO-3G,67 PBE0/Def2-SVP,68 and B3LYP69/Def2-SVP) to
compare our results. We also ran our trajectories with a smaller
5 a.u. (∼ 0.121 fs) time step. A sample of the input file for
NAMD simulation of water is given in the SI Section 5.
On timescales below ∼1 ps, internal conversion in molecules

typically involves excited electronic states only. Nonradiative
and radiative transitions to the ground state usually occur on
much longer (nanosecond) timescales. Hereafter, we focus on
dynamics spanning the S1,...,S4 excited state manifold. Notably,
as mentioned in other published works,12,70 conical inter-
sections between the ground state and an excited state have
incorrect dimensionality with LR-TDDFT71 due to Brillouin’s
theorem.72 This calls for the use of alternative ap-
proaches.28,73−75

The two lowest-lying excited states of benzene (S1 and S2)
are π−π* transitions. S1 is an optically forbidden transition,
dominated by a (HOMO-1) → LUMO transition. S2 is a
bright π−π* transition noticeable in the absorption spectra and
dominated by a HOMO → LUMO orbital transition. The
third excited-state (S3), on the other hand, is a bright σ−π*
transition mostly characterized by a single (HOMO-2) →
LUMO transition. Table 1 shows the dependence of the
vertical excitation energies on exchange−correlation functional
and basis.

Figure 1 shows a typical trajectory from a SH-NAMD
simulation. The dark solid line represents the active trajectory
path. Upon initiation on the S3 state, benzene rapidly
undergoes internal conversion to S2 within ∼50 fs. In most
cases, the S3 → S2 transition is enabled by surface hopping.
However, as shown in Figure 1, the first crossing at ∼22 fs is a
typical trivial unavoided crossing involving the S3 and S2
surfaces, which the Min-Cost assignment algorithm35,59

effectively identified thus allowing for the treatment of trivial
unavoided crossings between weakly or noninteracting
adiabatic states. The second crossing at ∼81 fs is an example
of surface hopping: the quantum transition between electronic
states S2 and S1 depends on their nonadiabatic coupling
strength.

Table 1. Comparison of the Vertical Excitation Energies for
the First Three Singlet Excited States of Benzene and
Relaxation Lifetime of S2 → S1 and S3 → S2 Decays by
Different Exchange−Correlation Functionals and Basis Sets

method S1 (eV) S2 (eV) S3 (eV) S2,1 (fs) S3,2 (fs)

PBE0/STO-3g 6.41 8.12 8.84 77 8.3
PBE0/Def2-SVP 5.67 6.81 7.76 57 11
B3LYP/Def2-SVP 5.32 6.31 7.10 61 9.1
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Figure 2 compares the evolution of the excited-state
populations along the ensemble of trajectories. A small number

(4 out of 100) of upward hoppings to S4 is observed at the
start of the dynamics. Excited-state populations in Figure 2
were calculated as pk(t) = Nk(t)/Ntraj, where Nk(t) is the
number of trajectories with state k being the active state at
time t. The detailed nonadiabatic dynamics are expected to be
highly sensitive to the energy difference between different
excited states, and this is clearly reflected in the half-life of each
state. Referring to the vertical excitation energies in Table 1,
we find the S3 decay to be significantly faster than the other
states due to the smaller S3−S2 energy gap. With PBE0/Def2-
SVP, 90% of the S3 state population decays in the first ∼50 fs.
As a comparison, the S2−S1 transition occurs at longer
timescales up to ∼180 fs due to the larger S2−S1 energy gap.
The simulated rates for the two electronic decays (S3 → S2 and
Sn(n=3,2) → S1) are characterized as single exponential decays
from which lifetimes are defined respectively according to12

> ≈ τ−p t( 0) e t
3

/ 3
(20)

and

> ≈ − τ−p t( 0) 1 e t
1

/ 1
(21)

where τ3 corresponds to the S3−S2 transition and τ1
corresponds to the rise of the S1 state lifetime. τ3 is estimated
through the S3 half-life, tS3,1/2 = 8 fs, according to

τ = t /ln 2S3 ,1/23 (22)

while τ1 is similarly estimated from the final value in the
simulation using

τ = − −t p/ln(1 )f f1 1, (23)

where tf and p1,f = p1(tf) are the time and population used to
estimate the rate.
Using the set of PBE0/Def2-SVP simulations, we find the S3

lifetime to be t3 ∼ 11 fs which agrees well (to within a factor of
0.5) with the 20 fs lifetimes measured by experiment.
Consequently, we assign the prompt signal to the S3−S2
decay. The total Sn,(n=3,2)−S1 excited state lifetime was found
to be ∼57 fs, which is also within the uncertainty range 70 ±
30 fs lifetimes measured by pump−probe experiments76 for the
rise of S1 state population in benzene.
Table 1 also lists the relaxation times corresponding to S3 →

S2 and S2 → S1 decays calculated for different exchange−
correlation functionals and basis sets. The S3 lifetime for
PBE0/STO-3g and B3LYP/Def2-SVP are 8.3 and 9.1 fs,
respectively. Comparing to the S3 lifetime 11 fs of PBE0/Def2-
SVP, the observed increased rate can be attributed to the
reduced energy gap at the Franck−Condon geometry between
S3 and S2 states, ΔE32 = E3 − E2, which is 0.72 eV at PBE0/
STO-3g and 0.79 eV at B3LYP/Def2-SVP. Corresponding to
the 0.95 eV at PBE0/Def2-SVP, the energy gap and the S3
lifetime both reduce by ∼76% for PBE0/STO-3g and ∼83%
for B3LYP/Def2-SVP. The relaxation rate thus shows a strong
dependence on the gaps between different electronic states in
the same functional/basis or between different functional/basis
sets.
We next analyze the intramolecular vibrational energy

redistribution. Figure 3 shows the following benzene bond
lengths that are monitored as a function of time over the
course of the dynamics. C−H is the carbon hydrogen bond
length, C−C1 and C−C2 are the hybrid bonds on the two
sides of the carbon atoms in the ring, and the ring puckering
amplitude, Q, computed using the Cremer−Pople coordi-
nates,77 which measures the deviation of atoms from the mean
plane of the ring (Q = 0). Immediately after excitation to S3,
both of the hybrid bonds C−C1 and C−C2 experience a
sudden increase. The bonds then undergo an ultrafast
relaxation that follows the S3 → S2 → S1 electronic energy
transfer (Figure 2). Since in our simulations there is no decay
to the ground state (S0), larger values of C−C bond lengths are
obtained than that in the ground state. The C−H bond shows
no significant difference between ground and excited states.
This suggests that most of the vibrational energy is released
from the C−C hybrid bonds in the ring. In addition, the
puckering amplitude is more than three times the equilibrium
value of ∼0.03−∼0.09 Å within 50 fs. However, based on the
geometry optimized structures, ground-state and excited-state
benzene should have a similar flat six-membered ring, and thus
the increased degree of puckering can be attributed to the
increased dynamical vibrational energy resulting from the
nonradiative decay.
The initial localization of the transition density (orbital

representation of diagonal element of D0j in eq 9) is shown in
Figure 4 for the PBE0/Def2-SVP optimized planar ground-

Figure 1. Example trajectory showing the internal conversion S3 → S2
→ S1 over a span of 100 fs.

Figure 2. Excited-state populations evaluated over trajectory swarms
using PBE0/Def2-SVP.
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state geometry, which reflects the spatial distributions of the
excited-state wave functions. The electronic density during S3
→ S2 → S1 transition is concomitant with an excess vibrational
energy released to C−C bonds. This further agrees with the
nonadiabatic coupling vectors d32 and d21, which are all
localized on the ring. Moreover, the S2 → S1 transition is a
typical out-of-phase orbital to in-phase orbital transition, which
reflects “+” and “−” wave function combinations as discussed
by Nelson and co-workers.5 This is also consistent with
previous studies,5,7 d21 vectors have the corresponding spatially
asymmetric characteristic, conveying the vibrational excitation

dynamically emerging due to electronic transition, in the form
of compression and expansion.
Table 2 shows CPU times for each calculation in an SH-

NAMD timestep of Benzene using the PBE0 functional and

Def2-SVP basis set (114 basis functions). As expected,
electronic structure calculation (i.e., TDDFT energy and
excited-state gradients) is the most time-consuming step with
the NACT evaluation adding a minor cost at each atomic
timestep. The NACR values are only evaluated at the
suspected surface-hopping steps, which is less than 0.1% of
the total timesteps. Only if a successful hop is realized, the PES
needs to be updated by repeating the TDDFT in the new
occupied state. Therefore, the numerical expense for the
NACR and PES updates is minor, compared to the entire
simulation time.

5. PHOTOINDUCED DYNAMICS IN
DISTYRYLBENZENE

To further demonstrate our new implementation, we have
applied our implementation to model the photoinduced
dynamics of a trans-distyrylbenzene, which is a small three-
ring oligomer of polyphenylene vinylene (PPV). Similar to the
benzene example, the PPV system was equilibrated in the
ground state for 5 ps at 300 K, then 20 independent NAMD
trajectories were initiated on the S3 excited state with the PBE0
functional and STO-3G basis set. Figure 5a shows a single
trajectory potential energy of the three lowest energy states

Figure 3. Geometrical properties measured over trajectory swarms
accompanying ultrafast NAMD simulated with PBE0/Def2-SVP. The
solid lines correspond to trajectories that undergo electronic energy
transfer, and the dashed lines are from trajectories on the ground
state.

Figure 4. Volumetric plots of the transition densities for the three
excited states S3, S2, and S1 at the ground-state equilibrium geometry
and the corresponding nonadiabatic coupling vectors (d32 and d21)
during the transition.

Table 2. CPU Timings (in Unit of Second) for an SH-
NAMD Timestep of Benzene with PBE0/Def2-SVPa

calculation CPU times (s)

TDDFT 19.7
NACT 0.1
NACR 2.9
PES update 20.0

aTests were performed on the Badger computer system with 36 Intel
Xeon Processors E5-2695 v4 (45M Cache, 2.10 GHz).

Figure 5. (a) is an example of PPV trajectory that shows the internal
conversion S3 → S2 → S1 over a span of 140 fs. (b)−(d) show the
excitation energy dispersal revealed by the transition density during
the SH-NAMD.
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during the first 140 fs of dynamics. Two typical surface-
hopping events take place, ∼36 and ∼107 fs, indicating the S3
→ S2 and S2 → S1 transfers. A strong vibrational excitation in
all three potential energy profiles is observed right after the
second hop, showing electronic energy transfer into nuclei
motions. To illustrate the concomitant electronic dynamics,
Figure 5b−d shows the transition density plots for states S1−
S3. The energy transfer can be seen by following the dynamics
of this quantity. The transition density initially localized on the
central ring at S3, expands to the two side rings through the
CC bond bridge at S2, and finally getting fully delocalized to
all three rings at S1.

6. CONCLUSIONS
We have presented our NAMD implementation in NWChem,
which includes state-to-state derivative couplings and surface
hopping, enabling multistate nonadiabatic molecular dynamics
simulations using LR-TDDFT. Additionally, we have imple-
mented electronic decoherence schemes and a state reassigned
unavoided crossings algorithm to improve the accuracy of the
dynamics and to handle trivial unavoided crossings. To
demonstrate and validate our implementation, we have
simulated the photoinduced dynamics in benzene and trans-
distyrylbenzene. We note that electronic coherences and
decoherences associated with nuclear wave packet overlaps
are completely ignored by the surface-hopping approach,
which was formulated to treat population dynamics phenom-
enologically. These effects are essential for the simulation of
ultrafast nonlinear optical and X-ray coherent signals. To this
end, we are extending our current framework to include
multiconfigurational Ehrenfest ab initio multiple cloning
(MCE-AIMC)78 that will be suitable for simulating ultrafast
spectroscopic spectra.79−82
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1. BRIEF REVIEW OF LINEAR-RESPONSE TDDFT

In the linear response TDDFT (LR-TDDFT) [1], excitation energies are obtained by solving the eigenvalue problem

(Λ−Ωn∆) |Xn, Yn〉 = 0, (S1)

where

Λ =

A B

B A

 , ∆ =

1 0

0 −1

 . (S2)

The matrices (A + B) and (A− B) denote the electronic and magnetic orbital rotation Hessians, have the matrix representation

(A + B)ia,jb = εabδij − εijδab + 2 f xc
ia,jb + 2(ia|jb)

− cx[(ib|ja) + (ij|ab)] (S3)

and
(A− B)ia,jb = εabδij − εijδab + cx[(ib|ja)− (ij|ab)]. (S4)

Ωn and |Xn, Yn〉 are the eigenvalue (excitation energy) and associated eigenvector of excited state n respectively. Here, indices i, j, ...
denote occupied, a, b, ... virtual, and p, q, ... general Kohn-Sham molecular orbitals (MOs). (pq|rs) is a two-electron repulsion integral in
Mulliken notation. Moreover, εpq is an element of the Kohn-Sham matrix which is also know as the MOs energy, is assumed to be
block-diagonal (i.e., the occupied-virtual blocks vanish). f xc

pq,rs is the exchange-correlation kernel in the adiabatic approximation

f xc
pq,rs =

δ2Exc

δρpq(r)δρrs(r′)
. (S5)

Exc denotes the static exchange-correlation energy functional, and cx is a scalar that interpolates between pure semilocal density
functionals (cx = 0) and Hartree–Fock theory (cx = 1, f xc = 0), which is also known as the random phase approximation (RPA) for
excitation energies. The configuration interaction singles (CIS) or Tamm–Dancoff approximation (TDA) easily derived by constraining
Yn identically to zero in the variation of G. To this end, we introduce a family of the single-electron density matrices defined as

(ρnm)µν =
〈

Ψn|c†
µcν|Ψm

〉
. (S6)

where c†
µ(cν) are creation (annihilation) operators in atomic orbital (AO) basis, and µ, ν, ... represent the AO basis functions. n and

m label the adiabatic electronic eigenstates of the system, and Ψm/n are the corresponding adiabatic wave functions. Thus, ρ0n is
the transition density matrix (TDM), which represents the changes in the density matrix induced by an optical transition from the
ground state |0〉 to the excited state |Ψn〉. Upon solving the TDDFT equations, the excitation energy Ωn and eigenvectors (sometimes
called configuration interaction (CI) vectors) Xn and Yn are all obtained. Meanwhile, these eigenvectors from Eq. S1 are subject to the
orthonormalization condition [2]

〈Xn, Yn|∆|Xm, Ym〉 = δnm, (S7)

and the transition density matrix ρnm is able to constructure from these CI vectors. More details can be found in Supporting Information
(SI.3) and ref. 3–5.
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2. NON-ADIABATIC COUPLING ELEMENT (NACT)

For completeness we provide the expressions for the evaluation of the non-adiabatic coupling elements within the context of
single-electron excitations from a single Slater determinant reference. The NACT between states n and m is given by

Ṙ · dnm = σnm =

〈
Ψn

∣∣∣∣ ∂

∂t
Ψm

〉
. (S8)

We expand the states in Slater determinants,
|Ψn 〉 = Cn

0 |Φ0 〉+ ∑
ia

Cn
ia |Φ

a
i 〉 , (S9)

again i, j, ... represents an occupied and a, b, ... represents a virtual in MO. Note that the coefficient Cn
0 will be 1 for the ground state

and 0 for any other state. Additionally, be careful not to confuse these coefficients with those of Eq. 3: the two are unrelated. We will
assume real expansion coefficients as this is usually the case. Inserting the expansion into the expression for the non-adiabatic coupling
element gives

σnm = Cn
0

∂

∂t
Cm

0 〈Φ0 |Φ0 〉+ Cn
0 Cm

0

〈
Φ0

∣∣∣∣ ∂

∂t
Φ0

〉
+ ∑

jb

{
Cn

0
∂

∂t
Cm

jb

〈
Φ0

∣∣∣Φb
j

〉}
+ ∑

jb

{
Cn

0 Cm
jb

〈
Φ0

∣∣∣∣ ∂

∂t
Φb

j

〉}

+ ∑
ia

{
Cn

ia
∂

∂t
Cm

0 〈Φa
i |Φ0 〉

}
+ ∑

ia

{
Cn

iaCm
0

〈
Φa

i

∣∣∣∣ ∂

∂t
Φ0

〉}
+ ∑

ia,jb

{
Cn

ia
∂

∂t
Cm

jb

〈
Φa

i

∣∣∣Φb
j

〉}
+ ∑

ia,jb

{
Cn

iaCm
jb

〈
Φa

i

∣∣∣∣ ∂

∂t
Φb

j

〉}
. (S10)

Applying the orthonormality of the Slater determinants reduces the expression to

σnm = ∑
jb

{
Cn

0 Cm
jb

〈
Φ0

∣∣∣∣ ∂

∂t
Φb

j

〉}
+ ∑

ia

{
Cn

iaCm
0

〈
Φa

i

∣∣∣∣ ∂

∂t
Φ0

〉}

+ ∑
ia

{
Cn

ia
∂

∂t
Cm

ia

}
+ ∑

ia,jb

{
Cn

iaCm
jb

〈
Φa

i

∣∣∣∣ ∂

∂t
Φb

j

〉}
. (S11)

Note the first term is zero because the expansion coefficient of the ground state is time independent as a consequence of Brillouin’s
theorem and our restriction to only single-electron excitations from a single determinant reference. When computing the coupling
elements numerically, common practice has been to apply the finite difference approximation for the time derivatives at this point.
This leads to having to evaluate determinants of matrices whose elements are the overlap intergrals of the molecular orbitals of the
Slater determinants. This procedure scales as N2

vir N5
occ, with Nvir being the number of virtual orbitals and Nocc being the number of

occupied orbitals (N3
occ for evaluation of a single determinant and (Nvir Nocc)2 determinants to evaluate). This is a substantial cost, and

indeed the evaluation of the coupling elements themselves can be more expensive than the rest of the computations in a time step
combined, including the excited state gradient calculation.

The alternative approach used previously by some and formalized by Ryabinkin et al.[6] is to first reduce the expressions further by
assuming a single set of orthonormal molecular orbitals and then apply the finite difference approximation. This reduction results in
the expression for the non-adiabatic coupling elements being given by

σnm = ∑
ia

{
Cn

0 Cm
ia

〈
φi

∣∣∣∣ ∂

∂t
φa

〉
+ Cn

iaCm
0

〈
φa

∣∣∣∣ ∂

∂t
φi

〉}
+ ∑

ia

{
Cn

ia
∂

∂t
Cm

ia

}
+ ∑

iab

{
Cj

iaCm
ib

〈
φa

∣∣∣∣ ∂

∂t
φb

〉}
−∑

ija

{
Cn

iaCm
ja

〈
φj

∣∣∣∣ ∂

∂t
φi

〉}
. (S12)

The first two terms are relevant for coupling between the ground state and the excited states, while the last three terms couple the
excited states to each other. The most expensive term (for typical calculations) in this expression is the fourth term, which scales as
Nocc N2

vir. This is a dramatic reduction in computational cost. Additionally, all of the terms in this expression can be evaluated as
matrix-matrix multiplications, which can be efficiently parallelized. In our implementation the coupling evaluation adds essentially no
cost to the calculation and a single surface hopping trajectory is no more expensive than an adiabatic excited state trajectory of the
same length.

For orthonormal wavefunctions, the non-adiabatic coupling matrix is anti-symmetric (σnm = −σ∗mn). In making the finite difference
approximation for the derivatives, we explicitly use this anti-symmetry:

σnm = −σ∗mn (S13)

σnm + σmn = σnm − σ∗mn (S14)

2σnm = σnm − σ∗mn (S15)

σnm =
σnm − σ∗mn

2
(S16)
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From this last expression and the backward difference approximation, it is straightforward to derive the following expression for the
non-adiabatic couplings

σnm(t) ≈
1

2∆t

[
∑
ia
{Cn

0 (t)C
m
ia (t) [〈φi(t− ∆t) |φa(t) 〉 − 〈φi(t) |φa(t− ∆t) 〉]}

+∑
ia
{Cn

ia(t)C
m
0 (t) [〈φa(t− ∆t) |φi(t) 〉 − 〈φa(t) |φi(t− ∆t) 〉]}

+∑
ia
{Cn

ia(t− ∆t)Cm
ia (t)− Cn

ia(t)C
m
ia (t− ∆t)}

+∑
iab

{
Cn

ia(t)C
m
ib (t) [〈φa(t− ∆t) |φb(t) 〉 − 〈φa(t) |φb(t− ∆t) 〉]

}
−∑

ija

{
Cn

ia(t)C
m
ja(t)

[〈
φj(t− ∆t) |φi(t)

〉
−
〈

φj(t) |φi(t− ∆t)
〉]} . (S17)

During the implementation, the time derivative MOs overlap matrix

Spq(t, t− ∆t) =
〈
φp(t)

∣∣φq(t− ∆t)
〉

, (S18)

is calculated from the basis sets overlap and converted from atomic orbitals (AOs) to MOs by the molecular orbital coefficient matrix C.

Spq(t, t− ∆t) = ∑
µν

Cµp(t)
〈
φµ(t) |φν(t− ∆t)

〉
Cνq(t− ∆t), (S19)

and

S(t− ∆t, t) = S(t, t− ∆t)T , (S20)

where p, q represent general MOs, µ, ν are AOs, 〈·〉 indicates a trace and superscript “T" is a transpose symbol. According to the CI
vectors calculated from LR-TDDFT, the Eq. S17 is implemented by two separate cases,
Ground-Excited Coupling

σ0m(t) ≈
1

2∆t ∑
jb

{
(X + Y)m

jb

[
Sbj(t, t− ∆t)− Sjb(t, t− ∆t)

]}
. (S21)

Excited-Excited Coupling

σnm(t) ≈
1

2∆t

(
σCI

nm(t) + σ1MO
nm (t) + σ2MO

nm (t)
)

(S22)

CI derivative contribution:

σCI
nm(t) = ∑

ia

1
2

{[
(X + Y)n′

ia (X + Y)m
ia + (X−Y)n′

ia (X−Y)m
ia

]
−
[
(X + Y)n

ia(X + Y)m′
ia + (X−Y)n

ia(X−Y)m′
ia

]}
, (S23)

where (X + Y) is the current timestep (t) value and (X + Y)′ is the previous timestep (t− ∆t) value.
1st MO derivative contribution:

σ1MO
nm (t) = ∑

iab

1
2
{
[(X + Y)n

ia(X + Y)m
ib + (X−Y)n

ia(X−Y)m
ib ] Sba(t, t− ∆t)

− [(X + Y)n
ia(X + Y)m

ib + (X−Y)n
ia(X−Y)m

ib ] Sab(t, t− ∆t)
}

. (S24)

2nd MO derivative contribution:

σ2MO
nm (t) = ∑

ija

1
2

{[
(X + Y)n

ia(X + Y)m
ja + (X−Y)n

ia(X−Y)m
ja

]
Sji(t, t− ∆t)

−
[
(X + Y)n

ia(X + Y)m
ja + (X−Y)n

ia(X−Y)m
ja

]
Sij(t, t− ∆t)

}
. (S25)

More details can be found in ref. 6.
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3. NON-ADIABATIC COUPLING VECTOR (NACR)

Quadratic response theory dictates that the state-state transition density matrix (TDM) is obtained from [4]

ρnm,QR =

− (Xn(Xm)T + Yn(Ym)T) Xnm

Ynm (Xn)TXm + (Yn)TYm

 (S26)

where the off-diagonal blocks also know as the relaxed TDM (Znm) require the solution of a dynamic-polarizability-like equation,

|Xnm, Ynm〉 = −(Λ−Ωnm∆)−1 |Pnm, Qnm〉 (S27)

Explicit expressions for the right-hand-side (RHS) are provided in ref. 4, 7. However, within the adiabatic approximation to the
exchange–correlation kernel, the linear response operator in Eq. S27 becomes singular when Ωnm approaches any other excitation
energy and thus the transition density diverges unphysically. [4, 7, 8] Detail about the calculation of relaxed TDM Znm can be found
in ref.4. In current implementation, we exclusively use derivative couplings from the pseudowavefunction approximation which is
equivalent to ignoring the off-diagonal blocks of the TDM (Znm = 0), and the TDM is parametrized as

Tnm = ρnm,PW =

ρnm,QR
oo 0

0 ρnm,QR
vv

 (S28)

where the superscript PW and QR represent the pseudowavefunction and quadratic response, ρnm,QR
oo and ρnm,QR

vv are the occupied-
occupied and virtual-virtual blocks of ρnm,QR, and Tnm is referred to as the unrelaxed TDM. Based on the pseudowavefunction the
Lagrange multiplier Dnm = Tnm in Eq. 10 in our implementation.

Here, we borrow the shorthand definitions from ref.4

R±n = Xn ± Yn, (S29)

M± =
1
2
(M±MT), (S30)

H±n
pq = H±pq[R

±n], (S31)

Ω̄nm =
1
2
(Ωn + Ωm), (S32)

Now, the Lagrange energy-weighted transition density multiplier W̄nm based on the pseudowavefunction is determind as:

W̄+nm
ij =

1
2

T+nm
ij +

1
2

H+
ij [D

nm] + gxc
ij [R

+n, R+m]

− 1
4 ∑

a
εa

[
R+n

ia R+m
ja + R−n

ia R−m
ja + (n↔ m)

]
+

Ω̄nm

4 ∑
a

[
R+n

ia R−m
ja + R−n

ia R+m
ja + (n↔ m)

]
, (S33)

W̄+nm
ab =

1
2

T+nm
ab +

1
4 ∑

i
εi
[
R+n

ia R+m
ib + R−n

ia R−m
ib + (n↔ m)

]
+

Ω̄nm

4 ∑
i

[
R+n

ia R−m
ib + R−n

ia R+m
ib + (n↔ m)

]
, (S34)

W̄+nm
ia =

1
4

[
H+n

ji R+m
ja + H−n

ji R−m
ja + (n↔ m)

]
, (S35)

W̄−nm
ij =

1
2

T−nm
ij +

1
2

H−ij [D
nm]

− 1
4 ∑

a
εa

[
R+n

ia R−m
ja + R−n

ia R+m
ja − (n↔ m)

]
+

Ω̄nm

4 ∑
a

[
R+n

ia R+m
ja + R−n

ia R−m
ja − (n↔ m)

]
, (S36)

W̄−nm
ab =

1
2

T−nm
ab +

1
2

H−ab[D
nm]

+
1
4 ∑

i
εi
[
R+m

ia R−n
ib + R−m

ia R+n
ib − (n↔ m)

]
+

Ω̄nm

4 ∑
i

[
R+n

ib R−m
ia + R−n

ib R+m
ia − (n↔ m)

]
, (S37)
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W̄−nm
ia =

1
4

[
H+m

ji R−n
ja + H−m

ji R+n
ja − (n↔ m)

]
, (S38)

where (n ↔ m) signifies repeating the terms within the same bracket with n and m interchanged. Then, the generalized energy-
weighted transition density in Eq. 10

Wnm = W̄nm − 1
4

[
Tnm + (Tnm)T

]
. (S39)

Finally, the pair transition density in Eq. 10 is

Γnm
pqrs = D0

pqDnm
rs − cxD0

psDnm
rq + 2R+n

pq R+m
rs

+ cx

[
R−n

pr R−m
sq − R+n

pr R+m
sq − R+n

pr R+m
qs − R−n

pr R−m
qs

]
, (S40)

where R±n should be interpreted as an occupied–virtual-only matrix and D0
pq = δpiδqi is the ground state density matrix.

4. TESTING OF THE NON-ADIABATIC COUPLING CALCULATION

Comparisons between NAC vectors were conducted for both analytic and numerical implementations, which are very different
methodologies. Analytical and numerical NACRs/NACTs for formaldimin (CH2NH+

2 ) and water (H2O) computed with different

exchange-correlation functionals (Hartree-Fock, PBE0, and B3LYP) are shown below. The NACT Ṙ · dnm =
〈

Ψn

∣∣∣ ∂
∂t Ψm

〉
is a derivative

relative to time, in which the NACR dnm(R) = 〈Ψn(r, R) |∇RΨm(r, R) 〉r is a derivative relative to position. Thus, NACR can calculate
by numerical differentiation from the NACT. In practice, we manually displaced each atom along a Cartesian coordinate by 0.001 a.u.
then update the CI vector and repay the NACT calculation to obtain each NACR element numerically. The following Figure S1 ∼ S4
show the comparison of analytical NACR, numerical NACR, and NACT for formaldimine (CH2NH+

2 ) and water (H2O) based on
different exchange-correlation functional (pure Hartree-Fock, PBE0 and B3LYP). Since the NACT and analytical NACR calculation
are very different methodologies. As expected, minor differences are observed between analytical and numerical implementations
NACR since these involve different approximations. Such strong corresponding behavior among these quantities, especially the
coincidental vector direction between analytical and numerical NACRs at the coupling moment, indirectly indicates the reliability of
our implementation.

S3→S2a. b. c.

Formaldimine (CH2NH2+) PBE0

Fig. S1. Comparison of analytical NACR, numerical NACR and NACT in formaldimine with PBE0. a. Plot the coupling (Ṙ · dnm) re-
lated to time for S3 to S2 hopping. b. and c. show the nalytical NACR vectors and numerical NACR vectors at the S3 to S2 hopping
moment.
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S3→S2a. c.b.

S2→S1d. e. f.

Formaldimine (CH2NH2+) HF

N
A

C
 (1

/fs
)

Fig. S2. Comparison of analytical NACR, numerical NACR and NACT in formaldimine with pure Hartree-Fock. a. Plot the cou-
pling (Ṙ · dnm) related to time for S3 to S2 hopping. b. and c. show the nalytical NACR vectors and numerical NACR vectors at the S3
to S2 hopping moment. d. is the profile of coupling at S2 to S1 hopping. e. and f . show the nalytical NACR vectors and numerical
NACR vectors at the hopping moment.
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S3→S2a. c.

S2 → S1d. f.

b.

e.

Formaldimine (CH2NH2+) B3LYP

N
A

C
 (1

/fs
)

Fig. S3. Comparison of analytical NACR, numerical NACR and NACT in formaldimine with B3LYP. a. Plot the coupling (Ṙ · dnm) re-
lated to time for S3 to S2 hopping. b. and c. show the nalytical NACR vectors and numerical NACR vectors at the S3 to S2 hopping
moment. d. is the profile of coupling at S2 to S1 hopping. e. and f . show the nalytical NACR vectors and numerical NACR vectors
at the hopping moment.
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S3→S2a. c.b.

S2 → S1d. e. f.

Water (H2O) PBE0

Fig. S4. Comparison of analytical NACR, numerical NACR and NACT in water with PBE0. a. plot the coupling (Ṙ · dnm) related to
time for S3 to S2 hopping. b. and c. show the nalytical NACR vectors and numerical NACR vectors at the S3 to S2 hopping moment.
d. is the profile of coupling at S2 to S1 hopping. e. and f . show the nalytical NACR vectors and numerical NACR vectors at the
hopping moment.
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5. EXAMPLE NWCHEM INPUT

Example input file for FSSH calculation

start nwchem
echo

geometry
O 0.0000 0.0000 0.1197
H 0.0000 0.7615 -0.4790
H 0.0000 -0.7615 -0.4790

end

basis
* library 6-31G*

end

dft
xc b3lyp

end

tddft
nroots 10
notriplet
cis
civecs
grad
root 1

end
end

qmd
nstep_nucl 50
dt_nucl 0.5
targ_temp 300.0
thermostat svr 500
namd SH
nstates 5
init_state 3
dt_elec 0.1
decoherence IDC

end
end
task tddft qmd

In the namd sub-block within the qmd block, the keyword nstates sets the number of electronic states to include in the calculation, i.e.
the number of states for use with Eq. 5. The number of roots requested in the tddft block must be at least nstates-1. The keyword
init_state sets the initial electronic state to be occupied; the numbering for this keyword and the output that reports the currently
occupied state runs from 0 (ground state) to nstates-1. So if you want to start a calculation in the first excited state, you would set
init_state to 1. The keyword dt_elec sets the electronic time step for Eq. 5 (in atomic units). The nuclear time step (dt_nucl) must be an
integer multiple of the electronic time step (mod(dt_nucl,dt_elec)=0). The decoherence keyword selects which decoherence correction
(IDC or EDC) should be used.
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