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Ultrafast photoinduced electron-transfer reactions are the 
key steps governing natural and artificial energy conversion 
processes and are therefore the subject of intense experi-

mental and theoretical studies across several fields of chemistry1. 
A thorough understanding of electron transfer in the condensed 
phase requires detailing the complex couplings between electronic 
and atomic degrees of freedom in the solute and the surrounding 
solvent2–6. Femtosecond electronic and vibrational spectroscopic 
studies have shown that solute–solvent dynamics critically affect 
the energetics and the rates of electron transfer7,8. However, the role 
of specific solute–solvent interactions in ultrafast electron-transfer 
processes remains largely unexplored. This is because time-resolved 
optical spectroscopy methods measure the solvent reorganization 
energy in response to a change in electronic charge distribution, 
often termed dielectric solvation, by averaging over all length scales 
in the solvent response and thus obscuring the detailed nature of the 
specific solute–solvent interactions 9–12. In particular, time-resolved 
fluorescence Stokes shift measurements have been used extensively 
to investigate dielectric solvation and have been found to report 

mostly on the dipolar solvent response9,10,13. Time-resolved non-
linear infrared spectroscopy techniques have advanced our under-
standing of solute–solvent interactions, but separating the effects of 
inter- and intramolecular interactions on experimental observables 
is demanding, making it difficult to connect solvation dynamics to 
changes in the vibrational spectrum14–17. To date, an atomic level 
mechanistic understanding of solvation dynamics upon electron 
transfer has been derived primarily from molecular dynamics (MD) 
simulations13,18–21. Femtosecond X-ray pulses available at X-ray free 
electron lasers (XFELs) provide a powerful new tool to monitor 
the photoinduced ultrafast motions of electrons and nuclei in sol-
vated molecular systems. In particular, time-resolved X-ray solu-
tion scattering (XSS) at XFELs directly probes, at the atomic spatial 
and temporal scales, the photoinduced changes of all the atom-pair 
distances22,23. These observables can be directly compared with the 
atomic positions calculated by MD simulations, enabling direct 
tracking of photoinduced structural dynamics and the accompa-
nying changes in the solvation shell structure24–26. In this work, we 
use femtosecond XSS, in combination with non-equilibrium MD 
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simulations, to provide a real space picture of short-range, specific 
solvent motions coupled to electron transfer. Our results fill in an 
important knowledge gap in our understanding of electron-transfer 
reactions in solution.

Cyanide-bridged mixed-valence transition metal complexes, like 
[NCFeii(CN)5(NH3)5Ruiii]− (FeRu; Fig. 1a), have served as invalu-
able platforms for advancing our understanding of electron-transfer 
reactions1,3,8. In these systems, the metal-to-metal charge-transfer 
(MMCT) excitation is short lived (~100 fs) and followed by ultra-
fast back electron transfer (BET), and the electronic and nuclear 
dynamics are strongly coupled, as reported by nonlinear optical, 
infrared and two-dimensional vibrational electronic spectroscopy 
experiments8,27–29. In FeRu, 800 nm photoexcitation promotes an 
electron from the Fe to the Ru centre (FeiiRuiii → FeiiiRuii). Barbara 
and coworkers observed a BET time of ~89 fs in water and found 
that this value depends on the solvent28. Since the BET timescale 
was found to be slower in deuterated water, the authors concluded 
that hydrogenic solvent motions, in particular librations, are directly 
involved in the electron-transfer process. However, as discussed in a 
later work by Barbara and coworkers on a complex similar to FeRu 
(ref. 30), no direct correlation between librations or other solvent 
motions and the electron-transfer process could be established, since 
disentangling the spectroscopic signatures of vibrational relaxation 
and solvation dynamics is challenging. How specific solute–solvent 
interactions affect the photoinduced dynamics of FeRu and related 
mixed-valence complexes is an important open question. It is well 
established that both the cyano and amine ligand groups of FeRu 
support specific hydrogen bonding interactions with the solvent, 
causing solvatochromic shifts of their charge-transfer absorption 
bands31,32, and modulating the vibronic and vibrational couplings 
of the ligands33,34. For FeRu in water, these ligand–solvent hydro-
gen bonding interactions are expected to be weaker in the MMCT 
state (FeiiiRuii) than in the ground state (FeiiRuiii)35,36. Changes in the 
specific solute–solvent interactions of hydrogen-bonding molecules 
like FeRu cannot be properly accounted for using a simple contin-
uum solvation model, and quantitative experimental measurements 
of these interactions are indispensable.

To track the photoinduced ultrafast motions of electrons and 
nuclei coupled to the MMCT excitation of FeRu in water, we use 
a combination of time-resolved X-ray emission spectroscopy 
(XES) and XSS (Fig. 1b), as in recent experiments25,37. XES in the 
1s3p Kβ1,3 region (Kβ XES) reports on the local Fe oxidation and 
spin state38, and therefore provides a real-time measure of the 

electron-transfer process. The XES measurement can be correlated 
with the structural information obtained from XSS, since the two 
signals are recorded simultaneously. By describing the couplings 
with the solvent through electrostatic interactions in a classical MD 
framework, we find that the time-dependent XSS signal is domi-
nated by contributions from the water structural reorganization,  
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Fig. 1 | Mixed-valence complex under study and experimental set-up. a, FeRu molecule in water; 800 nm excitation induces MMCT from the Fe to the Ru 
centre, followed by ultrafast BET. The interatomic distances probed by the elastically scattered X-rays are classified into solute–solute (intramolecular), 
solute–solvent and solvent–solvent atom-pair distances. b, Schematic of the experimental set-up: a combination of a large area detector and a von Hamos 
emission spectrometer allows for the detection of both elastic scattering and the Fe Kβ fluorescence as a function of laser-pump/X-ray-probe time delay. 
Figure adapted with permission from ref. 37, RSC.
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Fig. 2 | Fe Kβ XES tracks the MMCT excited-state population. a, Fe Kβ 
XES difference spectrum (blue) measured 50 fs after excitation. This 
spectrum is described by the difference in the measured Kβ XES spectra of 
Fe(iii)- and Fe(ii)-hexacyanide (red line). b, The time-dependent fraction of 
molecules in the MMCT state obtained by fitting the reference spectrum 
to the time-dependent Kβ data. The red line is a fit of an exponential 
decay with a lifetime of 62 ± 10 fs plus offset, broadened by the instrument 
response function.
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reflecting large changes in excited-state ligand–solvent interac-
tions and minimal intramolecular structural changes in the excited 
state of the solute. Ultimately, the combination of femtosecond 
XSS, XES and MD simulations enables the direct observation of 
the solute–solvent reorganization dynamics in response to photo-
induced MMCT and subsequent BET in FeRu with femtosecond 
and sub-ångström resolution.

Results and discussion
Ultrafast BET characterized by Fe Kβ XES. Figure 2a shows the 
Fe Kβ XES difference spectra measured 50 fs after 800 nm excitation 
of FeRu in water. This signal can be described by a reference spec-
trum constructed from the difference between the Kβ spectra of 
[Feiii(CN)6]3− and [Feii(CN)6]4− identifying the changes in electronic 
structure of FeRu following MMCT excitation. Only the amplitude 
of the measured Kβ signal shows time dependence (Supplementary 
Fig. 4), and a fit of the reference spectrum to the entire dataset 
(Supplementary Discussion 2, equation (1)) yields the MMCT frac-
tion of molecules at each time delay, as shown in Fig. 2b. This signal 
(blue points) is overlaid with a fit (red line) of an exponential decay 
starting at time zero, broadened by a Gaussian instrument response 
function, and summed to an offset (Supplementary Discussion 2, 
equation (2)). From the fit, we find an initial excitation fraction of 
25 ± 4%, 62 ± 10 fs MMCT state lifetime, an instrument response 
function of ~80 fs (full-width at half-maximum (FWHM)) and a 
1% offset. This offset, corresponding to a minor excitation channel, 
is further discussed in Supplementary Discussion 4. Barbara and 
coworkers had previously reported a similar BET time (89 ± 10 fs)28. 
The MMCT excited-state lifetime obtained from the analysis of the 

Fe Kβ XES is used in the interpretation of the XSS data described in 
the following section.

Ultrafast solute–solvent interactions dominate the XSS signal. 
Figure 3a shows the isotropic difference scattering signal ΔS(Q,t) 
measured upon 800 nm photoexcitation of FeRu as a function of 
pump–probe time delay t and scattering vector Q. As detailed in 
previous work23,39,40, this signal arises from photoinduced changes in 
the solute–solute, solute–solvent and solvent–solvent atom-pair dis-
tances in the sample (examples of which are illustrated in Fig. 1a):

ΔSðQ; tÞ ¼ ΔSsolute�soluteðQ; tÞ þ ΔSsolute�solventðQ; tÞ
þΔSsolvent�solventðQ; tÞ:

ð1Þ

The difference scattering signal at Q < 1.5 Å−1 arises from 
changes in solute–solute and solute–solvent distances. In the first 
100 fs after excitation, a negative signal develops in the low-Q region 
(below 0.8 Å−1), which is indicative of an increase of atom-pair dis-
tances23,25. On the same timescale a positive peak grows in with 
maximum intensity at ~1.3 Å−1 and shifts towards lower Q values 
with increasing time delay, yielding an oscillatory feature in the 
time evolution of the low-Q signal. This oscillatory feature is evi-
dent in Fig. 3b, which shows a cut at Q = 0.5 ± 0.1 Å−1 of the mea-
sured difference scattering data. This oscillation is indicative of 
coherent motion involving an expansion of atom-pair distances 
and subsequent relaxation to the original value. Since the oscilla-
tion period (~390 fs; Supplementary Fig. 8) is not attributable to 
any intramolecular vibrations, and the short lifetime of the MMCT 
state precludes large intramolecular structural rearrangements, we 
tentatively conclude that the low-Q signal is dominated by solvent 
reorganization. This conclusion is tested below by comparison with 
MD simulations.

At Q > 1.5 Å−1, the difference scattering signal develops on the 
picosecond timescale and has the same Q dependence as the signal 
measured for water when temperature is increased at constant vol-
ume41. This signal is the ΔSsolvent–solvent(Q,t) contribution to equation 
(1) and provides direct access to the energy transfer from the sol-
ute to the solvent. The ΔSsolvent–solvent(Q,t) component is analysed and 
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Fig. 3 | The XSS signal. a, Isotropic difference scattering signal measured 
upon 800 nm excitation of FeRu in water as a function of pump–probe 
time delay and scattering vector Q. The signal at Q < 1.5 Å−1 arises from 
changes in intramolecular and solute–solvent distances, while the signal 
at Q > 1.5 Å−1 reports on the increase in temperature of the water. The 
magnitude of the signal at Q = 0.5 Å−1 (red dashed line) oscillates as a 
function of pump–probe time-delay. b, Time evolution of both measured 
and calculated difference scattering signal averaged in a scattering vector 
range between 0.4 and 0.6 Å−1. The calculated signal is the result of 
non-equilibrium MD simulations (Fig. 5); e.u. molec.–1, electron units per 
solute molecule.
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subtracted from the data as described in Supplementary Discussion 
3 and it is not further considered here.

We focus our analysis on the difference scattering signal arising 
from changes in solute–solute and solute–solvent atom-pair dis-
tances. This is done by comparison of the XSS data with the scat-
tering signals calculated from the solute–solute and solute–solvent 
radial distribution functions (RDFs) generated by MD simulations 
(ΔS solute�solute

sim
I

 and ΔS solute�solvent
sim

I
, respectively). In the MD simula-

tions, we used the solute structure and electrostatic potential par-
tial charges in the ground state (GS) and MMCT state calculated 
using explicit solvent time-dependent density functional theory 
(TDDFT). The structures were fixed and embedded in a water box, 
as described in the Methods.

Equilibrium MD simulations of the GS and MMCT state of FeRu 
were initially performed. Figure 4 shows the ΔS solute�solute

sim
I

 (blue 
line) and ΔS solute�solvent

sim
I

 (magenta line) signals obtained from the 
difference of the MMCT and GS scattering simulations. The main 
distinction between the TDDFT-calculated structures is a ~0.13 Å 
contraction of the Fe–Ru distance in the MMCT state with respect 
to the GS. This yields a small positive contribution in the low-Q 
region of the ΔS solute�solute

sim
I

 signal, inconsistent with the measure-
ments. Further intramolecular structural considerations were also 
unable to reproduce the experimental data, and are described in 
Supplementary Discussion 4. By contrast, ΔS solute�solvent

sim
I

 shows a 
negative signal in the low-Q region, consistent with the measured 
data, reflecting the increased solute–solvent distances in the excited 
state compared to the ground state. The magnitude of ΔS solute�solvent

sim
I

 
is much larger than that of ΔS solute�solute

sim
I

, indicating that the  
measured difference scattering signal at Q < 1.5 Å−1 is dominated by  
solvent reorganization.

There are two possible contributions to the solute–solvent  
interactions that dominate the scattering signal: (1) the response  
of the solvent to the changes in charge distribution (dielectric  
solvation), and (2) the response of the solvent to the changes in 
solute size (mechanical solvation). These contributions can be  
distinguished through additional equilibrium MD simulations, 
modelled after previous work20,42. Two distinct excited-state mod-
els of FeRu are constructed based on (1) the GS structure and the 
MMCT partial charges (purely dielectric), and (2) the MMCT 
structure and the GS partial charges (purely mechanical). Figure 
4 shows the difference scattering traces obtained from these two 
models, making it clear that dielectric contributions dominate 
and mechanical ones can be neglected. Therefore, ΔSsolute–solvent is 
attributed to photoinduced changes in the electrostatic interaction 

between FeRu and water molecules. The simulated increase in sol-
ute–solvent distances is consistent with the expected weakening of 
hydrogen bonds in the excited state compared to the ground state, 
as discussed below.

To describe the solvation dynamics upon 800 nm excitation of 
FeRu in water, we performed non-equilibrium MD simulations20,42–44. 
We aim to reproduce and interpret the measured difference scatter-
ing signal after removal of the ΔSsolvent–solvent contribution, as shown 
in Fig. 5a. Based on the above discussion, intramolecular structural 
changes of FeRu do not contribute to the measured difference scat-
tering signal shown in Fig. 5a and were therefore neglected in the 
simulations. The non-equilibrium simulations start from 1,000 con-
figurations from the equilibrium MD simulation of FeRu in the GS. 
At t = 0, the partial charges of the solute are switched to the MMCT 
values, creating a non-equilibrium configuration, and the subse-
quent non-equilibrium dynamics are recorded every 10 fs. After a 
time delay of t = tBET, the atomic charges of the solute are switched 
back to the GS values, mimicking BET. Five non-equilibrium simu-
lations were run with tBET = 30, 60, 90, 150 and 210 fs. Figure 5c,d 
shows the results obtained with tBET = 60 and tBET = 150 fs, respec-
tively, while the other simulations are presented in Supplementary 
Fig. 12. Each simulation reproduces the main features observed in 
the measurements: the negative low-Q signal indicative of expan-
sion of solute–solvent distances, and the positive feature at ~1.3 Å−1 
that shifts with increasing time to lower Q values, yielding a 
time-dependent oscillation in the low-Q signal. The final simulated 
ΔS(Q,t) shown in Fig. 5b is then constructed as a linear combination 
of the five simulation results, weighted according to the exponen-
tial MMCT decay measured by Kβ XES (Supplementary Fig. 13).  
This non-equilibrium simulation qualitatively reproduces the 
measured features both in Q and time, and effectively captures the 
time-oscillatory feature observed in the low-Q part of the measured 
scattering signal, as shown in Fig. 3b. The analysis of the MD simula-
tions reveals that collective water translational motions arising from 
a change in the hydrogen bond strength with FeRu are responsible 
for the key features of the data, as described in the next section.

Coherent translational motion of the first solvation shell coupled 
to BET. Analysis of the MD simulations reveals atomic-scale infor-
mation about solvent reorganization. As detailed in Supplementary 
Discussion 6, the simulation shows a highly structured and ori-
ented first solvation shell for the electronic ground state of FeRu. 
This results from hydrogen bonding between water and (1) the 
hydrogen-bond-accepting nitrogens of the cyano-ligands bound 
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to Fe (NFe) and (2) the hydrogen-bond-donating nitrogens of the 
amine-ligands bound to Ru (NRu). We therefore illustrate the motions 
of the first solvent shell by the changes in the hydrogen-bonded 
atom-pair distances. Figure 6a shows the temporal evolution of 
the NFe–O RDF from the non-equilibrium MD simulation with 
tBET = 60 fs. This RDF shifts to a higher distance (r) upon MMCT 
and reverses direction upon BET, overshooting the original position 
and undergoing a damped oscillation back to the GS position.

The oscillatory motion of the first solvation shell is clearly evident 
in Fig. 6b,c, which plots the distance (r) corresponding to the maxi-
mum of the NFe–O and NRu–O RDFs as a function of time. A linear fit 
for time delays <60 fs yields average expansion velocities of 2.5 Å ps–1 
and 1.8 Å ps–1 of the first solvent shells around the Fe and Ru ligands 
respectively, upon MMCT. Maximum displacements of 0.15 Å (Fe) 
and 0.11 Å (Ru) are reached at t = 60 fs, where BET is initiated. Using 
a damped oscillator model to characterize the subsequent tempo-
ral evolution, we find that the oscillations of the NFe–O and NRu–O 
RDFs have a frequency of approximately 200 cm−1 and relaxation 
times of ~100 fs. In considering all the non-equilibrium simulations 
with varying tBET (Supplementary Discussion 6), the oscillation fre-
quency varies from 120 cm−1 to 200 cm−1, with the smaller frequency 
corresponding to later BET, as expected from the anharmonicity 
of the solute–solvent interaction potential. The observed frequen-
cies are in good agreement with the ~180 cm−1 peak present in the 
low-frequency vibrational spectrum of water and assigned to transla-
tional motions of the intermolecular hydrogen bonding coordinate45.

Overall, analysis of the simulated RDFs indicates that (1) the 
low-Q difference scattering signal measured at the shortest time 
delays (<tBET) arises from the coherent centre-of-mass translation of 

water molecules away from FeRu as hydrogen bonding is weakened 
due to the MMCT transition, and (2) the subsequent temporal oscil-
lation in the low-Q difference scattering signal reflects the return 
of the solvation shell upon BET, as mediated by the intermolecular 
hydrogen bonding coordinate of water. These solvent translational 
motions can be described using a classical model that takes into 
account photoinduced changes in electrostatic interactions between 
the solute and solvent atoms. These are described in our MD simu-
lations by using different sets of atomic partial charges for the GS 
and MMCT state of FeRu. An extended analysis (Supplementary 
Discussion 6) indicates that additional rotational and diffusional 
motions play a minor role in the structural reorganization of the 
first solvation shell on the MMCT and BET timescales.

Finally, a quantitative analysis of the solute–solvent interaction 
energy from the non-equilibrium MD simulations reveals that 
linear response theory fails to describe the BET process in FeRu 
(Supplementary Fig. 21). This observation is in agreement with ear-
lier computational studies of mechanical solvation, where transla-
tional motions are found to lead to breakdown of linear response 
theory43,44,46. The energetic contributions of the water translational 
motions observed in our experiment to the overall solvent response 
upon electron transfer requires a full quantum-mechanical 
treatment of the solute–solvent interactions, as discussed in 
Supplementary Discussion 7.

Conclusions
We use FeRu as a prototype for studying the influence of the solvent 
in intramolecular electron-transfer reactions. The electron transfer 
between the Fe and Ru atoms in FeRu changes the oxidation state 
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b,c, Time evolution of the first-solvation-shell peak position for the NFe–O and NRu–O RDFs, respectively. The simulations can be described by a linear fit 
at early times, before BET (dashed purple line), and by a damped oscillator at later times, after BET (red line). In b, the first solvation shell surrounding 
the NFe atoms expands with an average velocity of 2.5 Å ps–1 upon MMCT. BET initiates contraction of the solvation shell, which oscillates with a period of 
165 ± 2 fs and is damped in 104 ± 9 fs. In c, for the first solvation shells surrounding the NRu atoms, the velocity of the initial expansion is 1.8 Å ps–1, followed 
by 174 ± 9 fs oscillations, which are damped in 77 ± 10 fs.
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of the metal centres and, as a consequence of different metal–ligand 
interactions, the electronic charge distribution on the ligand atoms. 
This leads to a change both in the molecular dipole moment (esti-
mated to be 3.5 D from the calculated partial charges) and in the 
strengths of the hydrogen bond interactions between the ligands 
and the surrounding water molecules. Previous studies of dielectric 
solvation in water by traditional optical techniques, such as fluores-
cence Stokes shift experiments, have shown that dipolar solvation 
is dominated by long-range high-frequency motions (librations) of 
the water molecules9. These studies are, however, relatively insensi-
tive to changes in the hydrogen bonding between the solute and the 
solvent13,47,48. Optical pump–probe spectroscopy studies could not 
directly identify the solvent modes promoting the electron transfer 
in FeRu and similar mixed-valence systems28,30. In this work, we have 
exploited the unique sensitivity of time-resolved XSS to changes in 
solute–solvent distances to capture the reorganization of the first sol-
vation shell due to changes in the short-range solute–solvent electro-
static interactions upon MMCT excitation of FeRu. By analysing the 
time-resolved XSS signal in combination with the Fe Kβ XES data 
recorded simultaneously and with non-equilibrium MD simulations, 
we found that a large (tenths of ångströms) coherent (~180 cm−1) 
translational motion of the water molecules hydrogen bonded to 
FeRu is coupled to the photoinduced MMCT and subsequent ultra-
fast (62 fs) BET. We therefore conclude that the observed coherent 
water translational motions contribute to the reorganization energy 
of the electron-transfer process in FeRu, as well as the water librations 
and the FeRu intramolecular vibrations previously considered7,28,30. 
Our work demonstrates the strong modification of solute–solvent 
hydrogen bonding induced by electronic excitation of the solute and 
addresses the long-standing question of how specific solute–solvent 
interactions respond to intramolecular electron transfer.

Translational solvent motions have also been proposed as impor-
tant for controlling electron-transfer dynamics in non-aqueous 
solvents. For example, they are thought to be responsible for the 
electron detachment in charge transfer to solvent excitation of 
the sodium atom21,42. However, these motions were not directly 
observed. The ability to directly monitor the local translational 
motions, and to reveal the detailed nature of the first-solvation-shell 
interactions with the solute, paves the way for a mechanistic under-
standing of solvation processes coupled to charge-transfer reactions 
in solution, beyond the traditional description based on continuum 
solvent models and linear response. This will enable systematic and 
quantitative descriptions of how electron transfer is influenced by 
both solute and solvent molecular properties, to ultimately con-
trol and exploit such processes. Finally, specific hydrogen bonding 
interactions can play a critical role in biologically relevant chemi-
cal reactions, for example influencing the conformational changes 
critical to protein function49,50. Our method could thus be applied 
to understand how specific solute–solvent interactions influence a 
wider range of chemical reactions.
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Methods
Data collection and reduction. The experiment was performed at the X-ray 
pump–probe instrument at the Linac Coherent Light Source XFEL. A 30 mM 
aqueous solution of FeRu was delivered through a nozzle producing a 50 μm 
circular liquid jet and recirculated, in a He environment. At t = 0, the sample 
was pumped with 4 μJ of 800 nm laser pulses of 45 fs (FWHM) duration and 
100 × 120 μm2 spot size. After excitation, the sample was probed with 8 keV X-ray 
pulses (45 fs FWHM) at time delays ranging from –0.4 ps to 1.5 ps at a repetition 
rate of 120 Hz. The liquid jet pump speed was chosen so that fresh sample was hit 
for every pump–probe event. The time delay between the laser and the X-ray pulses 
was determined for every pump–probe event with ~10 fs (FWHM) resolution 
using the X-ray pump–probe timing tool51.

Four cylindrically bent (0.5 m radius) Ge(620) crystal analysers were arranged 
in von Hamos geometry to diffract the Fe 3p1s Kβ1,3 fluorescence from the sample 
onto a 140k Cornell-SLAC Pixel Array Detector52, covering a Bragg angle from 
78.2° to 80.6° and an energy range from 7.03 eV to 7.08 eV. The total ground state 
fluorescence spectra were corrected for background and common mode noise and 
scaled to the ground state spectra of ferrocyanide (as detailed in Supplementary 
Discussion 1). Reference Kβ fluorescence spectra of ferrocyanide ([Fe(ii)(CN)6]4−) 
and ferricyanide ([Fe(iii)(CN)6]3−) were measured at beamline 7-ID-D at the 
Advanced Photon Source using the same conditions and emission spectrometer 
described in ref. 36.

At the Linac Coherent Light Source, elastically scattered X-rays were  
collected on a 2.3M Cornell-SLAC Pixel Array Detector placed after the  
sample and perpendicular to the propagation direction of the X-ray beam,  
covering scattering vector Q up to 4.5 Å−1. Two-dimensional scattering 
patterns were corrected for X-ray polarization and solid angle before extracting 
one-dimensional isotropic and anisotropic scattering signals, following a procedure 
previously published53. The analysis of the anisotropic part of the scattering signal 
is presented in Supplementary Discussion 8. The total scattering signals were 
scaled to the calculated scattering from a liquid unit cell (1 FeRu molecule and 
approximately 18,500 water molecules) yielding signals in electron units per solute 
molecule.

Difference signals for the XES and the XSS measurements were constructed by 
subtracting from the full datasets the signal measured from the unexcited sample. 
Difference signals were sorted according to the time delay measured by the timing 
tool, and averaged in approximately 30 fs time-bins. Difference scattering signals 
are of the order of 0.02% of the total scattering signal, which is dominated by the 
contribution from the bulk solvent (Supplementary Fig. 3).

Simulations. First, a quantum-mechanics/molecular-mechanics simulation of 
FeRu was performed in the ground state36. After equilibration, a cluster (238 
atoms) was extracted comprising FeRu and water molecules contained in a 4 Å 
shell around the complex. Excited-state geometries of the solvated FeRu cluster 
were calculated by optimizing this snapshot on the MMCT potential energy surface 
using TDDFT54. For the analysis described in the main text, the GS geometry has 
the electron localized on Fe, whereas the MMCT excited-state geometry has the 
electron localized on Ru. The electrostatic potential partial atomic charges for the 
ground- and excited-state geometries were computed using the corresponding 
electron densities. The quantum-mechanics/molecular-mechanics and TDDFT 
calculations were performed with the PBE0 functional55, and all calculations were 
performed with the NWChem computational chemistry program56. Both density 
functional theory and TDDFT offer the best compromise between accuracy 
and computational performance for the large explicitly solvated transition 
metal clusters considered in this study. We have successfully used the same 
approach in other studies leading up to this work. Further details are provided in 
Supplementary Discussion 9.

The resulting GS, MMCT excited-state geometries and corresponding 
electrostatic potential partial atomic charges are then used in classical MD 
simulations, where the solute structure is fixed in space and embedded in a cubic 
water box of 60 Å size. In the MD simulations, the intermolecular interactions are 
represented by site–site Lennard-Jones plus Coulombic potentials with parameters 
taken from the TIP4P-Ew force field potential57 for water and OPLS2005 force 
field58 for the solute. The MD simulations are carried out in canonical ensemble at 
an average temperature of 300 K. The simulations of the GS and MMCT state of 
FeRu are run for 4 ns. From the GS trajectory, equally spaced frames are extracted 
and used as a starting point for the non-equilibrium simulations described in the 
Results. RDFs of the atom-pair distances are obtained from the MD simulations 
and used to calculate isotropic scattering signals following the procedure in ref. 39. 
The RDFs and corresponding scattering signals, as well as the experimental data, 
are available from ref. 59.

Data availability
The experimental data and the simulation results that support the findings of 
this study are available in Figshare with the identifier https://doi.org/10.6084/
m9.figshare.13322975 (ref. 59).
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1 Data Collection and Reduction

1.1 Sample
FeRu was prepared as its sodium salt (NaFeRu) according to literature methods and
purified using a BioGel P2 column to remove starting material from sample [1]. Sup-
plementary Fig. 1 shows the UV-Vis absorption spectrum of FeRu in water.

Supplementary Figure 1. UV-Vis spectrum of FeRu in water. The metal-to-metal
charge-transfer band is centered at 955 nm and it’s excited on the red side (800 nm).

1.2 Fe Kβ1,3 XES
As described in the main text, an energy-dispersive X-ray spectrometer based on von
Hamos geometry in combination with a 2D CSPAD was used to detect the Fe Kβ1,3
fluorescence in a 7030-7080 eV energy range. With respect to a single-shot 2D im-
age: a background due to dark current is subtracted for each pixel; a common mode
correction is applied by shifting the zero photon peak (of the histograms of all-pixels
measured intensity) at zero analogue-to-digital (ADU) units; a one-dimensional spec-
trum is constructed by averaging the measured intensity in the non-dispersive direction,
disregarding the zero-photon peak by considering only intensity bigger than 20 ADU.
Each 1D spectrum is self-normalized to the total integrated intensity. A global scaling
factor is found by comparison of the ground state spectrum of FeRu to a reference
(3p-1s)Kβ spectrum of [Fe(II)(CN)6]4− (see Supplementary Fig. 2) and applied to the
full dataset. Difference spectra are constructed by subtracting from all the spectra the
average of the spectra measured without exciting the sample. 1000 difference spectra
are averaged according to their time stamp, yielding time bins of approximately 30 fs
width.

1.3 XSS signal
The X-ray scattering patterns were recorded on the CSPAD detector placed ∼6 cm
after the sample. After subtracting a dark background and masking shadowed pix-
els, each measured scattering pattern was corrected for X-ray polarization and solid
angle coverage. Common mode fluctuations were corrected by subtracting, for each
tile, the average intensity measured on the unbonded pixels of that tile (pixels not ex-
posed to photons). Sample-detector distance was calibrated by comparing the radially
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Supplementary Figure 2. Kβ fluorescence of ground state FeRu (blue line); Kβ

fluorescence of [Fe(II)(CN)6]4− (magenta line); Kβ fluorescence of [Fe(III)(CN)6]3−
(black line). The difference between the black and the magenta spectra yields the
model difference spectra ∆Kβmodel in Equation 1.

integrated total scattering signal to a reference measurement of neat water [2]. This
reference measurement was also used to scale (in the Q range 0.5-4 Å−1) the measured
signal to the scattering signal arising from a liquid unit cell, yielding the measured
signal in electron units per solute molecule (e.u./molec.). For every fifth shot the scat-
tering pattern of the sample was recorded without pump (laser-off scattering patterns).
Difference scattering patterns were constructed by subtracting the average of the two
nearest laser-off scattering patterns from each scattering pattern measured after pump-
ing the sample. The difference scattering patterns were azimuthally integrated into 15
slices, from which the isotropic and anisotropic difference scattering signals were ex-
tracted [3]. Finally, the difference scattering patterns were time sorted into time bins of
∼ 30 fs width, each containing 50000 curves. Supplementary Fig. 3 shows the isotropic
total and difference scattering signals for comparison.

Supplementary Figure 3. Isotropic total and difference scattering signals. The
total scattering (blue) shows the characteristic liquid peak from water. The difference
scattering signal (orange), obtained by averaging the signals measured in the first 100
fs after 800 nm excitation of FeRu in water, is multiplied by 5000.
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2 Excited-state population analysis
Supplementary Fig. 4 shows the results of a Singular Value Decomposition (SVD)
of the transient Kβ data. As indicated by the relative magnitude of the singular
values shown in Supplementary Fig. 4a, a single component dominates the signal.
Supplementary Fig. 4b shows the energy-profile of the first component, overlaid by
the scaled reference signal, constructed as the difference between the ground state Kβ

spectra of [Fe(III)(CN)6]3− and [Fe(II)(CN)6]4− ( ∆Kβmodel).

Supplementary Figure 4. SVD analysis of the XES transient data. ∆Kβ =
U·S·V−1. a) The singular values of the diagonal Si,i. b) Energy-profile of the com-
ponents component (Ui · Si,i · max(Vi)). Only the first two components are shown for
clarity. The first component is overlaid with ∆Kβmodel. c) Temporal evolution of the
component (Si,i ·Vi).

The full Kβ dataset is described as:
∆Kβ(ε, t) = α(t)∆Kβmodel(ε) (1)

where α, the only fit parameter, represents the excited state fraction at each time
delay. Supplementary Fig. 5 shows the comparison between the data (left panel), the
model constructed by fitting Supplementary Eq. 1 to the data (middle panel), and the
difference between the data and the model (right panel).

Fig. 2b in the main text shows the time-evolution of α obtained by fitting Sup-
plementary Eq. 1 to the full dataset. The time-evolution of α is described by an
exponential decay starting at the arrival time of the laser pump (t0). An offset (c) is
added to describe the incomplete recovery of the ground state. The time resolution of
the experiment is included by convolution with the (Gaussian) Instrument Response
Function (IRF) to yield the following expression for α(t):

α(t) = IRF(σIRF, t)⊗H(t− t0)[Ae−
t−t0
τ + c] (2)

where σIRF is the width of the IRF, A and τ are the amplitude and the lifetime of
the exponential function representing, respectively, the initial excitation fraction and
the lifetime of the MMCT state, and H is the Heaviside step function centered at t0.
The best-fit results obtained when fitting Supplementary Eq. 2 to the data are the
following: t0 = 4 ± 6 fs; σIRF=35 ± 11 fs; A = 25 ± 4 %; τ=62 ± 10 fs; c = 0.01 ±
0.002. The fit is performed through a standard χ2 minimization and the uncertainties
are 95 % confidence bounds. For further discussion on the the long-lived photoproduct,
see section 4.1.
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Supplementary Figure 5. (left) Difference transient Kβ spectra measured after
photoexciting FeRu at 800 nm. (center) Model constructed by fitting Supplementary
Eq. 1 to the measured data. (right) Difference between the measured data and the
model. Units are in percentage with respect to the full Kβ fluorescence.

3 Bulk solvent contribution in the isotropic XSS
dataset

The difference scattering signal arises from changes in solute–solute, solute–solvent,
and solvent–solvent atom pair distances in the sample caused by the photoexcitation.
For the isotropic signal, the solvent–solvent contribution arises mainly from the changes
in bulk solvent caused by the non-radiative relaxation of the solute. At the time-scale
explored in our measurement ( < 100 ps, before thermal expansion), the main con-
tribution arises from the increase in temperature of water and the resulting difference
scattering signal can be described as [2]:

∆Ssolvent–solvent(Q,t) = ∆T(t)∂S(Q)
∂T

∣∣∣∣∣
ρ

(3)

where ∂S(Q)
∂T

∣∣∣∣∣
ρ

describes a change in temperature at constant density, and ∆T the in-

crease in temperature. The temperature solvent differential can be measured in sepa-
rate experiments following published procedure and is well-characterized [2]. We find
that the data for time-delay > 0.5 ps, when the solute has relaxed to the ground state,
is well-described by the model in Supplementary Eq. 3, as shown in Supplementary
Fig. 6(left). For illustrative purposes, we fit Supplementary Eq. 3 to the entire dataset
and use the fit results to subtract the temperature contribution from the measured
dataset (Supplementary Fig. 7). This subtraction doesn’t affect the region below Q <
1.5 Å−1, where the solute–solute and solute–solvent contributions dominate the differ-
ence scattering signal.

Supplementary Fig. 6(right) shows the best fit results obtained for ∆T after fitting
Supplementary Eq. 3 to the entire dataset. The result shows an immediate increase of
temperature following photoexcitation as observed and discussed in previous ultrafast
studies [4]. At the longest time delay measured for this experiment (1.5 ps), the tem-
perature of the bulk solvent has increased by approximately 0.2 K. The obtained value
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Supplementary Figure 6. (left) Difference scattering signal measured 1 ps after
photoexcitation of FeRu. The signal is described by the characteristic scattering signal

arising from an increase in temperature of water (∂S(Q)
∂T

∣∣∣∣∣
ρ

in Supplementary Eq. 3).

(right) Best fit results for ∆T after fitting Supplementary Eq. 3 to the entire dataset.

is in agreement with the increase in temperature expected following deposition of one
800 nm absorbed photon per excited molecule, as shown by the following calculations.
Given an excitation fraction of 25 %, as found in our analysis, and considering the ex-
perimental parameters presented above, the number of excited molecules in the probed
volume is approximately 7·1013 molecules. At 1.5 ps, 99 % of the excited molecules
have relaxed to the ground state, releasing 1.55 eV (800 nm) to the surrounding sol-
vent molecules, which yield a total energy per unit volume of approximately 1.1 J/cm3.
Considering the specific heat capacity of water, and the average temperature change
in the volume probed by the X-ray, the expected increase in temperature would then
be approximately 0.26 K.

4 Intra-molecular structural changes considerations
From the analysis of the equilibrium MD simulations of the GS and MMCT state of
FeRu, we observe that ∆S solute–solute is negligible (as expected, due to rapid BET) with
respect to ∆Ssolute–solvent and that mechanical solvation plays a minor role compared
to dielectric solvation (Fig. 4). Therefore, we conclude that intra-molecular structural
changes can be neglected. Despite this, in this Discussion we explicitly exclude that
the oscillatory feature in the low-Q part of the scattering signal could arise from intra-
molecular vibrations or from possible structural changes involving the minor excitation
channel (1 % offset in Fig. 2b).

Starting from possible vibrational effects, Supplementary Fig. 8 shows that the time
evolution of the difference scattering signal averaged in the region Q=0.5 ± 0.1 Å−1

can be fit with a damped oscillator with a period of 0.39 ± 0.03 ps and lifetime of
approximately 130 fs. Based on a normal mode analysis of the QM/MM calculation
of FeRu in the GS state, no intra-molecular modes can be assigned to such period.
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Supplementary Figure 7. (left) Difference scattering signal measured upon pho-
toexcitation of FeRu in water at 800 nm. (right) Same dataset after subtraction of the
component arising from an increase of the temperature of the bulk water, obtained by
fitting Supplementary Eq. 3 to the entire dataset. The colorbar is saturated on the
negative signals.

Specifically, the Fe-Ru stretching mode has the longest period (∼ 220 fs) among the
calculated intra-molecular modes. This value is consistent with the 210 fs period re-
ported for the vibrational mode of the bond connecting two metal centers in a similar
mixed-valence complex ([(NH3)5RuIIINCRuII(CN)5]−, RuRu) in aqueous solution [5].
Based on previous studies [4, 6, 7], if coherent Fe-Ru bond length oscillations would
be the main photoinduced structural change in the sample, this would give rise to an
oscillatory low-Q scattering signal with a period of 220 fs, which is not observed in our
XSS data.

We have also excluded that the oscillatory feature in the low-Q part of the scatter-
ing signal could be related to the long-lived photoproduct by (1) analysing a dataset
measured at a higher laser power with respect to the data described in main text,
and (2) directly considering the scattering signal that could arise from, for instance,
ionization or molecular damage. The analysis of point (1) is presented in section 4.1.
Briefly, we show that the low-Q features of the scattering data scales approximately
linearly with the MMCT excitation fraction, and not with the fraction of long-lived
photoproduct. The analysis of point (2) is presented in the following. When irradi-
ating aqueous [Fe(CN)6]4− with UV–visible light, the two most likely photochemical
processes are photooxidation, from population of a charge-transfer-to-solvent state,
and photoaquation, which follows CN ligand dissociation [8]. Since structural changes
between [Fe(II)(CN)6]4− and [Fe(III)(CN)6]3− are minimal [9], we consider instead po-
tential CN ligand dissociation. Specifically, we consider the difference scattering signal
arising from a) dissociation of the CN bridge, which leads to breaking of the FeRu
molecule, b) dissociation of the equatorial ligands, c) dissociation of the axial CN
ligand. Supplementary Fig. 9 shows the results obtained by using FeRu geometries
modified in order to reflect the changes above. The positive peak observed in the data,
which shows up at ∼ 1.3 Å−1 upon photoexcitation and shifts to Q < 0.4 Å−1 with
increasing time delay, is not reproduced by any of these simulations.
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Supplementary Figure 8. Average scattering signal measured in the range 0.4 < Q
< 0.6 Å as a function of time-delay. The signal (blue points) is fit with a IRF-broaden
damped oscillator with period of 0.39 ± 0.03 ps and a relaxation time of 0.13 ± 0.02
ps.

Supplementary Figure 9. a) Experimental ∆S as a function of time. b-c-d) Cal-
culated ∆Ssolute–solute arising from possible CN ligands dissociation. b) ∆Ssolute–solute

as a function of increasing Fe-Ru bond length distance, mimicking dissociation of the
molecule at the CN bridge. c) ∆Ssolute–solute as a function of increasing distance be-
tween one equatorial CN ligand and the Fe. d) ∆Ssolute–solute as a function of increasing
distance between the axial CN ligand and the Fe.

4.1 Comparison with a high laser power dataset
In this section, we present the analysis of a dataset recorded with a laser power of
50 µJ (417 mJ/cm2) , compared to 4 µJ (33 mJ/cm2), that was used for the main
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dataset, while the other experimental parameters are left unchanged. The collection
and reduction of the data was done following the procedure used for the low laser
power data described above. From the comparison of the analysis between the low and
high laser power data, presented below, we confirm that the low-Q oscillatory feature
cannot be assigned to possible structural changes of the long-lived photoproduct (1 %
offset in Fig. 2b).

Supplementary Fig. 10 (left) shows the Kβ transient data measured upon 800 nm
photoexcitation of FeRu in water using a 50 µJ laser pulse. Supplementary Eq. 1 is
used to to model this dataset. Supplementary Fig. 10 (center) shows an example of
the fit at 50 fs, while Supplementary Fig. 10 (right) shows the best fit results for the
free parameter α obtained from fitting the model in Supplementary Eq. 1 to the data.
The fit is an exponential decay plus offset, as in Supplementary Eq. 2. The IRF and t0
are kept fixed to the value obtained from the fit of the low laser power dataset, while
the initial excitation fraction is found 34 ± 6 % (as opposed to 25 ± 4 % from the
low-laser power data), the lifetime 0.21 ± 0.06 ps (as opposed to 62 ± 10 fs), and the
offset 0.13 ± 0.01 (as opposed to 0.01 ± 0.002). These parameters are discussed in the
following.

First, an excitation of ∼34 % is found because of the photoselection. Since the laser
is linearly polarized and the transition dipole moment is parallel to the Fe-Ru axis, no
more than 1/3 of the randomly oriented molecules can be excited to the MMCT state.
Secondly, the fraction of long-lived photoproduct increases linearly with laser power,
indicating that the long-lived species is due to a second linear absorption process. We
propose that it could be a second single-photon excitation of the ground state with
a low cross-section or excited state absorption of the MMCT state within the laser
pulse envelope. Re-excitation after BET within the same pulse envelope also partially
explain the longer BET time observed in the high laser power dataset. Barbara and
coworker also observed a long-lived photoproduct, that they assigned to “spin-orbit
excited state” [10]. Based on the shape of the long-lived Kβ signal, we conclude that
the long-lived species is either a Fe(III) or a triplet MC state of the Fe [11]. However,
the precise nature of the second linear excitation process cannot be established based
on the available studies and it’s outside of the scope of this work.

Supplementary Fig. 11(left) shows the difference scattering signal measured upon
800 nm photoexcitation of FeRu in water using a 50 µJ laser pulse. Supplementary
Fig. 11(right) shows a comparison of the time-evolution of the difference scattering
signal measured at two different Q values both at high and low laser power. The
magnitude of the signals at these Q values scale roughly with the MMCT excitation
fraction (a factor of 1.5) and does not scale with the signal corresponding to the long-
lived photoproduct (a factor of 13). In conclusion, the low-Q scattering features upon
which we have based the interpretation of the data arise only from dynamics related
to the MMCT excitation.
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Supplementary Figure 10. Kβ Fe XES measured at high laser power. (left) Energy-
and time-resolved ∆Kβ data measured upon photoexcitation of FeRu in water with a
50 µJ laser pulse. b) Kβ transient measured at 50 fs. The red line shows the model
signal (∆Kβmodel), calculated as the measured difference between the Kβ fluorescence
of Fe(III)- and Fe(II)- hexacyanide. (right) Best-fit results obtained for α (the MMCT
excitation fraction) by fitting Supplementary Eq. 1 to the measured ∆Kβ spectra at
each time delay. The red line is a fit of a IRF-broadened exponential decay plus offset.

Supplementary Figure 11. Comparison of XSS signals measured at different laser
power. (left) ∆S measured upon photoexcitation of FeRu in water with a 50 µJ laser
pulse, as a function of scattering vector and time delay. (right) Comparison between
the averaged difference scattering signal at Q=0.5±0.1 Å−1 and Q=1.2±0.1 Å−1 as a
function of pump-probe time delay and of two different laser power.

5 Difference scattering signals calculated from non-
equilibrium simulations

Supplementary Fig. 12 shows the difference scattering signal calculated from the solute–
solvent Radial Distribution Functions (RDFs) obtained from the non-equilibrium sim-
ulations as a function of different BET times (tBET). We note that each simulation
shows the main features observed in the measured data: the negative low-Q signal in-
dicative of expansion of solute–solvent distances, and the positive feature at ∼ 1.3 Å−1

that shifts to lower Q values as a function of time, yielding time-dependent oscillations
in the low-Q signal. Fig. 5b in the main text is a linear combination of the five simu-
lations, with linear coefficients corresponding to the fraction of excited state molecules
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that have relaxed back to the GS at that specific tBET. The linear coefficients are re-
ported in Supplementary Fig. 13 and Supplementary Table 1. The simulated scattering
signals are convoluted with the IRF.

a) tBET = 30 fs b) tBET = 60 fs c) tBET = 90 fs

d) tBET = 150 fs e) tBET = 210 fs

Supplementary Figure 12. Difference scattering signals calculated from the non-
equilibrium MD simulations of FeRu in a water box, as a function of BET time. At
t=0 the excited state partial charges are used for the solute. Starting from the upper
left plot, the charges are switched back to the ground state values at 30 fs, 60 fs, 90 fs,
150 fs, and 210 fs respectively. Colorbar is saturated on the negative side. Signals are
convoluted with the IRF.

5.1 Contributions of different solute–solvent atom pairs to the
difference scattering signal

Supplementary Fig. 14 shows the contributions of the different solute–solvent atom
pairs to the difference scattering signal calculated from the non-equilibrium simulations
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Supplementary Figure 13. Illustration of the weighting method used in the linear
combination of the non-equilibrium simulation results with varied tBET values. The
exponential decay (62 fs lifetime) of the MMCT state measured via Fe Kβ XES (blue
line) is used to identify the fractional population that has returned to the GS at each
tBET value. Accordingly, the weighting factors are 0.34 for tBET = 30 fs, 0.27 for tBET
= 60 fs, 0.15 for tBET = 90 fs, 0.15 for tBET = 150 fs, 0.09 for tBET = 210 fs.

at a specific time point. The larger contributions are expected from the pairs containing
the most electron-rich atoms, considering also the number of atoms of the same type
in the FeRu molecule. For instance, in terms of number of electrons, the contribution
of the 11 nitrogens is nominally equivalent to the summed contribution of 1 Fe and
1 Ru atom. We also note that, since the solute structure is frozen during the MD
simulations, the solute–solvent dynamics is independent of the solute–solvent RDF
chosen to illustrate the dynamics.
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Supplementary Figure 14. Difference scattering signal calculated from the non-
equilibrium MD simulations at a specific time-delay (60 fs) after the starting point
of the simulation (when the partial charges are switched to the MMCT values). The
dashed black line is the sum of the individual atom pairs contributions.

6 Extended analysis of the changes in the first sol-
vation shell structure from MD simulations

6.1 Hydrogen bonding and GS Solvation Shell Structure
In order to visualize the structure of the solvation shell around the FeRu molecule, we
calculate Spatial Distribution Functions (SDFs) from the MD simulations (see section
9.4). SDFs describe the 3D atomic density distribution as a function of two variables:
the distance between pair of atoms (r) and the angle from a given axis (θ). In the
following, we examine solute–solvent SDFs (see Supplementary Fig. 15) and show that
the structure of the first solvation shell is highly ordered due to hydrogen bonds between
the ligands and the solvent molecules.

A hydrogen bond is formed between an atom with a hydrogen bonded to it (the
donor, D) and another atom (the acceptor, A). We used two geometric criteria to define
hydrogen bonds: the distance between D and A, which should be less than 3.2 Å, and
the D-H–A angle, which should be larger than 130 deg. Starting from the Fe-part of the
FeRu molecule, we expect the lone pair of the nitrogen atoms of the cyano ligands to
interact with the positive charge localized on the water hydrogens, so that the nitrogen
is the acceptor and the water oxygen is the donor. Supplementary Fig. 15a shows that,
when FeRu is in the ground state, the water hydrogens (Hw) and the water oxygens
(Ow) are preferentially located at a distance of, respectively, 1.8 and 2.8 Å from the
nitrogen atoms (NFe) of the equatorial and axial cyano ligands and at 0 and 75 degrees
with respect to the C-N axis. The analysis of the coordination number for the NFe-Ow

pairs (see Supplementary Fig. 18a) yields approximately 4.5 water molecules per cyano
ligand in the first solvation shell. Supplementary Fig. 15b shows the distribution of the
NFe–Hw-Ow angles, considering the water hydrogens in the first solvation shell. The
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favorable angle for hydrogen bonding is 180 deg. and the distribution has a HWHM of
approximately 12 deg. Based on these observations, we conclude that the two criteria
for hydrogen bonding defined above are met in the case of cyano-water interactions.

Similar considerations and analysis can be made for the Ru-part of the FeRu
molecule, where the nitrogen atom of the amine ligand is expected to be the donor
and the water oxygen the acceptor. Supplementary Fig. 15c shows that water oxygen
atoms are placed preferentially at a distance of 1.94 Å from the hydrogen atom of the
amine and at 0 degrees with respect to the NRu-H axis. Considering the NRu-H bond
length, we can extract a D-A distance of approximately 3 Å. The analysis of the coor-
dination number for the H-Ow pairs (see Supplementary Fig. 18b) yields approximately
1 water molecules per each hydrogen atom of the amine ligand. Considering the water
molecule in the first solvation shell, the peak and the HWHM of the NRu-H–Ow angular
distribution are found, respectively, at 163 and 22 degrees (Supplementary Fig. 15d).

Supplementary Figure 15. SDFs calculated from the ground state equilibrium MD
simulations of FeRu. a) SDF of the NFe-Hw (blue) and NFe-Ow (red) atom pairs as
a function of distance r from the nitrogen atom and polar angle with respect to the
C-N axis. b) Distribution of the NFe–Hw-Ow angles, considering the water hydrogens
in the first solvation shell. c) SDF of the H-Ow (red) and H-Hw (blue) atom pairs as
a function of distance r from the hydrogen atom and polar angle with respect to the
NRu-H axis. d) NRu-H–Ow angular distribution considering the water oxygens in the
first solvation shell.

6.2 Extended RDFs analysis
In this section, we present an extended analysis of the RDFs calculated from the non-
equilibrium MD simulations.

Supplementary Figure 16 illustrates the temporal evolution of the NRu-Ow RDF
obtained from the non-equilibrium simulations with tBET = 60 fs. The position of the
first solvation shell peak as a function of time is shown in Fig. 6c of the main text.
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Supplementary Figure 16. NRu-O RDF as a function of time, with MMCT excita-
tion at t=0 and BET at t = 60 fs. The RDF of the equilibrated MMCT state is shown
for reference (black line). The position of the first solvation shell peak as a function of
time is shown in Fig. 6c of the main text.

Supplementary Figure 17 illustrates that equivalent results are obtained when an-
alyzing the temporal evolution of the NFe-Hw and NFe-Ow RDFs with respect to the
solvent dynamics due to cyanide-water interactions, and of the NRu-Ow and H-Ow RDFs
with respect to the solvent dynamics relative to the amine-water interactions.

In addition to the analysis presented in the main text, here we investigate the
broadening of the first solvation shell peaks and the temporal evolution of the coor-
dination number (calculated as in Supplementary Eq. 13) from the non-equilibrium
simulations where the BET is initiated at 60 fs. Supplementary Fig. 18a shows the
results obtained for the NFe-Ow RDFs. Upon MMCT, the first peak in the NFe-Ow
RDFs broadens and there is a loss of hydrogens, indicating the diffusion of some water
molecules of the first shell to the second shell. Upon BET, the FWHM and the number
of molecules re-equilibrate and the the ground state values with an oscillatory pattern.
Supplementary Fig. 18b show a similar evolution for the FWHM and the coordination
number of the H-Ow RDFs as a function of time.

Finally, Supplementary Fig. 19 shows the results of the analysis of the NFe-Hw and
H-Ow RDFs obtained from the five different non-equilibrium simulations. In particular
panel a) and panel d) shows the time evolution of the first peak of the NFe-Hw and
H-Ow RDFs, respectively, as a function of tBET. We have fit each trace with a damped
oscillator as for the analysis of the traces shown in Fig. 6b,c and the periods of the
oscillations are reported in Supplementary Table 1.
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Supplementary Figure 17. a) NFe-Hw and NFe-Ow RDFs of solvated FeRu in the
ground state. The dashed lines marked the positions of the relevant RDFs peaks.
b) Temporal evolution of the RDFs peaks marked in panel (a) from non-equilibrium
simulation where the BET is initiated at 60 fs. c) NRu-Ow and H-Ow RDFs of solvated
FeRu in the ground state. d) Temporal evolution of the RDFs peaks marked in panel
(c) from non-equilibrium simulation where the BET is initiated at 60 fs.

Supplementary Figure 18. Results from the analysis of the NFe-Hw (a) and H-Ow
(b) RDFs obtained from out of equilibirum simulations (BET at t=60 fs). Specifically
the plots show the values for the FWHM and the coordination number with respect to
the first peak of the RDFs, as a function of time.

17



Supplementary Figure 19. From upper left to bottom right. a) Temporal evolution
of the position of the first peak of the NFe-Hw RDFs as a function of BET times. b)
Temporal evolution of the FWHM of the first peak of the NFe-Hw RDFs as a function of
BET times. c) Temporal evolution of the coordination number calculated with respect
to NFe-Hw RDFs as a function of BET times. d) Temporal evolution of the position of
the first peak of the H-Ow RDFs as a function of BET times. e) Temporal evolution
of the FWHM of the first peak of the H-Ow RDFs as a function of BET times. f)
Temporal evolution of the coordination number calculated with respect to the H-Ow
RDFs as a function of BET times.

6.3 Angular Distribution Functions analysis
In order to estimate the extent of rotational motion of the solvent molecules in the
first solvation shell, we analyze the time evolution of NFe–Hw-Ow and the NRu-H–Ow
angular distributions, shown in Supplementary Fig. 15c,d in the case of the ground
state. Supplementary Fig. 20 shows that such distributions change only minimally
upon MMCT and BET, signifying that rotational motions of the water molecules in
the first solvation shell are negligible. This analysis, in combination of the RDFs
analysis, indicate that the hydrogen bonds are weakened, but not broken, on the time
scales of the MMCT and the BET events.
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Supplementary Table 1. Fraction of the excited state molecules that decays to the
GS at different BET times, and period of the oscillation of the first solvation shell
obtained from the analysis of the NFe-Hw and H-Ow RDFs as a function of BET time
(Supplementary Fig. 19a,d).

BET time (tBET) Lin. Coeff. Oscillation period
NFe-Hw H-Ow

30 fs 34 % 164 ± 10 fs NA
60 fs 27 % 161 ± 3 fs 175 ± 9 fs
90 fs 15 % 165 ± 4 fs 173 ± 7 fs
150 fs 15 % 178 ± 10 fs 230 ± 24 fs
210 fs 9 % NA 276 ± 29 fs

Supplementary Figure 20. NFe–Hw-Ow (left) and NFe–Hw-Ow (right) angular distri-
butions as function of time, obtained from the non-equilibrium simulations with tBET
= 60 fs.

7 Solvation Energy
In order to relate our work to previous studies of solvation dynamics, we calculate
the time-evolution of the solute–solvent interaction energy U (solvent response) from
the MD simulations. Traditionally, the calculated solvent response has been directly
compared to observables measured by optical experiments, such as time-resolved Stokes
shift measurements. In these calculations, U comprises the electrostatic (Coulomb)
and van Der Walls (Lennard-Jones) interactions and it is calculated considering water
molecules within a 20 Å radius from the solute:

U = EC + ELJ (4)

The Coulomb contribution is calculated as:

EC =
∑
ij

k
qiqj
rij

(5)

where i runs over all the solute atom, j over the solvent atom, k is the Coulomb constant
and qi and qj the atomic partial charges of the solute and solvent atoms respectively.
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The Lennard-Jones contribution is calculated as:

ELJ =
∑
ij

Aij
r6
ij

+ Bij

r12
ij

(6)

where i runs over all the solute atom, j over the solvent atom, A = (4εijσ6
ij)1/2, B =

(−4εijσ12
ij )1/2, where εij and σij are obtained from the Lennard-Jones parameters of the

atoms i and j through a geometric combining rule.
Following traditional studies of solvation dynamics, we calculate the solvent relax-

ation by computing both the equilibrium and the non-equilibrium solvent response
function [12–14]. In the linear regime, the two solvent responses should show the same
temporal evolution. The former is calculated from a MD equilibrium simulation of
FeRu, where the dynamics is saved every 10 fs for a total of 100 ps:

C(t) = < δU(0)δU(t) >
< δU(t)2 >

(7)

The latter is calculated from the non-equilibrium simulations:

S(t) = U(tSTART)− U(t∞)
U(tSTART)− U(t∞) (8)

Specifically we use Supplementary Eq. 8 to calculate both a) the solvent response upon
MMCT (SMMCT) with tSTART = t0 and using trajectories up to 1.5 ps, and b) the solvent
response upon BET (SBET), using the non-equilibrium simulation where BET happens
at t=60 fs (tSTART = 60 fs) following by equilibration up to ∼ 400 fs.

Supplementary Fig. 21 summarises the results of this analysis. Supplementary
Fig. 21a (bottom panel) shows that the solvent response upon MMCT can be consid-
ered approximately in the linear regime, since the time evolution of S(t) and C(t) are
very similar to each other. On the contrary, Supplementary Fig. 21b (bottom panel)
shows that SBET cannot be described by C(t), which implies the failure of the linear re-
sponse approximation in the case of the BET process in FeRu. S(t) shows a rapid decay
followed mainly by high-frequency oscillations due to librational/rotational motions of
water molecules, which are known to be the most efficient in relaxing the energy in
dielectric solvation in water [15, 16]. S(t) then mainly reports on the long-range dipo-
lar solvation due the dipole change upon electron transfer in FeRu. The failure of the
linear response is likely due to the center-of-mass translational motions of the water
molecules in the first solvation shell, that are uniquely captured by our time-resolved
XSS experiments, and that are due to the weakening/strengthening of hydrogen bond
interactions between the ligand and the water molecules upon MMCT/BET in FeRu.
This is in agreement with previous computational studies that have shown that transla-
tional motions lead to breakdown of linear response in mechanical solvation [12,14,17].

From this analysis, the solvent reorganization energy is overestimated, as expected
from the use of non-polarizable force fields [18,19]. The energetic contributions of the
water translational motions observed in our experiment to the overall solvent response
to the electron transfer process in FeRu cannot be directly extracted from the XSS
data. A reliable estimate of the solvent reorganization energy requires a full quantum-
mechanical treatment of the solute–solvent interactions in the GS and MMCT state
dynamics.
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Supplementary Figure 21. Results of the analysis of the solute–solvent energy from
the non-equilibrium MD simulations, as described in detail in the text. The bottom
right panel shows that the time-evolution of the equilibrium solvent response is different
than that of the non-equilibrium solvent response. This indicates the failure of linear
response theory in describing the BET process in FeRu.

8 Anisotropic scattering signal
The anisotropy in the scattering signal arises from the combination of two factors:
1) the interaction of the linearly polarized pump laser pulse with the sample, which
created an oriented excited state population of molecules, and 2) anisotropic structural
changes that can be captured by femtosecond X-ray pulses. In the case of the MMCT
transition in FeRu, the transition dipole is parallel to the Fe-Ru axis and the linearly
polarized laser pulse preferentially excites the FeRu molecules with the transition dipole
moment aligned with respect to laser polarization axis. Supplementary Figure 22a
shows the anisotropic scattering signal measured upon 800 nm excitation of FeRu.
The signal shows a low-Q positive feature, which decays in the 100 fs time scale,
and that can arise from anisotropic changes in solute–solute and/or solute–solvent
distances. The anisotropic scattering signal measured for Q> 2 Å−1 arises from changes
in solvent–solvent atom pair distances. This signal is due to the Kerr effect, i.e. to
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the impulsive response of the water molecules to the linearly polarized laser pulse, and
it has been measured in separate experiments and in neat solvent [4, 20]. To simulate
the anisotropic scattering signal, we calculate SDFs as a function of the polar angle
with respect to the Fe-Ru axis from the MD simulations and we then use the following
equation:

S2(Q) =
∑
a

Nafa(q)2 +
∑
a,b

fa(Q)fb(Q)2πNa(Nb − δa,b)
V∫ ∞

0
drr2j2(Qr)

∫ π

0
dθ sin θga,b(r, θ)P2(cos θ)

(9)

where Na is the number of atoms of type a, V is the volume of the box used in the MD
simulations, fa is the atomic form factor of atoms of type a, j2 is the 2nd-order spherical-
Bessel function, P2 the 2nd-order Legendre polynomial, and θ is the angle between the
vector connecting atom a and b and the main axis of symmetry of the molecule (i.e.
the Fe-Ru axis, which corresponds to the transition dipole of the 800 nm excitation for
this experiment). To our knowledge, this is the first time that anisotropic scattering
signal are calculated with this formulation using results from MD simulations [21,
22]. Supplementary Fig. 22b shows the simulated scattering signal obtained from
the solute–solvent SDFs calculated from the non-equilibirum simulations, following
the same procedure used for the simulation of the isotropic part of the scattering
data. The simulation reproduces the low-Q positive feature and its dynamics, though
the magnitude of this feature is overestimated. We believe that changes in solute–
solvent atom pair distances are anisotropic because of the asymmetric structure of the
hydration shells surrounding the solute, as discussed above.

Supplementary Figure 22. Comparison between experimental and simulated
anisotropic difference scattering signal.
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9 Calculations details

9.1 QM/MM calculations
The 3D molecular model of the FeIIRuIII complex was solvated in a cubic water box
of side 53 Å consisting of 4992 water molecules with a density of ∼1 g/cm3 using
the preparation tools and a pre-prepared equilibrated bulk water template available
in the NWChem computational chemistry software package [9, 23–25]. The solvation
included placement of a single potassium cation (K+) in the water solvent to charge
balance the 1- charged FeRu complex. The FeRu complex was designated the quantum
mechanics (QM) region, and the water molecules with the K+ cation was designated
the molecular mechanics (MM) region in the subsequent QM/MM simulations. The
classical force-field used for the water molecules was the extended single point charge
water model (SPC/E) of Berendsen et al. [26]. The single K+ cation was represented
with the SPC/E-compatible K+ force field of Joung and Cheatham [27]. For the QM
region, van der Waals parameters for the C, N, and H atoms were obtained from the
general AMBER force-field (GAFF) set [28]. For the Fe and Ru atoms of the complex,
which do not interact directly with the water solvent, the van der Waals parameters
were assigned with the Fe2+ (feo) van der Waals parameters of the CLAYFF forcefield
of Cygan et al. [29] to approximate the relatively short Fe/Ru-ligand van der Waals
interactions. Lorentz-Berthelot mixing and AMBER 1-4 rules for non-bonding inter-
actions apply. Following the preparation of the solvated system and assignment of
force-field parameters, the system was optimized with the NWChem QM/MM module.
The level of the quantum chemistry method used for the QM region was the hybrid
PBE0 density functional [30,31] with the 6-311G** basis set for the light atoms, H, C,
and N, [32] and the Stuttgart scalar relativistic basis set and effective core potentials
(ECP) for Fe and Ru [33,34]. The SHAKE algorithm [35] was only applied to the water
molecules to constrain the bond lengths and bond angle, as prescribed by the SPC/E
potential. The cut-off for the Coulombic interactions was set to 1.2 nm. The QM/MM
interaction zone surrounding the complex was set to 2.0 nm. Geometry optimization
was performed cyclically with a maximum of 10 QM region Broyden-Fletcher-Goldfarb-
Shanno (BFGS) iterations followed by a maximum of 3000 MM region steepest-descent
(SD) iterations. This cycle was repeated for a maximum of 5 times until convergence.
Following optimization, QM/MM dynamics were performed. Initially, the complex was
held fixed and the water solvent was allowed to equilibrate over 10 ps with a time step
of 2 fs and using the Berendsen’s thermostat [36] for NVT simulations at 298.15 K.
After this initial equilibration, the complex was allowed to equilibrate with the solvent
for 1 ps and a time step of 0.25 fs. Following 1 ps, QM/MM dynamics of the entire
system was ran for another 20 ps.

9.2 TDDFT calculations
For the time-dependent density functional theory (TDDFT) calculations of the FeIIRuIII

complex, clusters were extracted from the QM/MM trajectory. The clusters were con-
structed by taking the transition metal complex center as well as the 4Å thick shell
of explicit water molecules surrounding the complex. This corresponds to clusters
with a total of 238 atoms for the FeIIRuIII complex, respectively. These clusters were
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sufficiently large to capture the essential physics and tractable for our response calcu-
lations. These candidate clusters were optimized on the metal-metal charge-transfer
(MMCT) excited-state to obtain the excited state geometries. These calculations were
also performed with the NWChem program with the TDDFT module [37]. The QM
calculation level was the same as described above. For the analysis described in the
main text, the ground state corresponds to a structure where the electron is local-
ized on Fe, while the excited state corresponds to a structure on the MMCT potential
energy surface, where the electron is localized on Ru. Partial atomic charges for the
solute atoms of a specific cluster are derived with the NWChem Electrostatic Potential
(ESP) module using the corresponding electronic densities of the respective geome-
tries. The GS structure of FeRu, as well as the ESP atomic partial charges used for
the GS and MMCT states, are reported in Supplementary Table 2. The GS FeRu
structural parameters are found in agreement with structural values obtained from Fe
K-edge EXAFS studies of ferrocyanide in water [9,38], and with crystallographic stud-
ies of hexaammineruthenium(III) [39]. The calculated IR (Supplementary Fig. 23) and
UV/Vis (Supplementary Fig. 24) spectra are also in good agreement with experiments.

Supplementary Figure 23. Comparison between experimental (left) and simulated
(right) IR spectra of the FeRu complex solvated in water. The simulated IR spectrum
was calculated by averaging over 20 snaphots from the QM/MM trajectory. The simu-
lated spectrum (black) has been obtained by applying a broadening of 10 cm−1 to the
calculated discrete transitions (red).

9.3 MD simulations
For these simulations, we use the Desmond software package developed at D. E. Shaw
Research [40]. The electrostatic potential (ESP) partial charges are used to describe the
Coulombic interactions involving atoms of the solute, while other nonbonded interac-
tions are modeled with the Lennard-Jones potential using parameters for the complex
from the OPLS2005 force field [41]. The complex is frozen by applying harmonic posi-
tional restraints with force constant of 500 kcal/mol, and solvated in a cubic box with
60 Å side length containing 7065 water molecules using the TIP4P-Ew potential [42].
The propagation is performed in the NVT ensemble using a Nose-Hoover thermostat
at 300 K [43], with a time step of 1 fs. The cut-off for the complete treatment of the
coulombic interactions was set to 9 Å, and the Ewald summation method was used for
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Supplementary Table 2. FeRu structure and ESP partial charges used for the
non-equilibrium MD simulations.

Atom x y z GS ESP ES ESP ∆ ESP
Fe 0.00000000 0.00000000 0.00000000 -1.561347 -0.665115 0.8962
C 1.94258795 0.08164614 0.14020343 0.430958 0.291769 -0.1392
N 3.10520417 0.13346716 0.20638222 -0.684770 -0.553406 0.1314
C 0.00266571 -1.71050308 0.88438509 0.634890 0.314967 -0.3199
N -0.07525153 -2.81173174 1.29357301 -1.016455 -0.663797 0.3527
C -0.10716525 0.94404203 1.68647007 0.508055 0.259374 -0.2487
N -0.05838085 1.55215124 2.69407878 -0.948065 -0.641764 0.3063
C 0.01202453 1.67394058 -0.90763276 0.604412 0.385619 -0.2188
N -0.04407769 2.70340941 -1.46770195 -1.021491 -0.716287 0.3052
C 0.23192906 -0.87972143 -1.71214525 0.621584 0.410027 -0.2116
N 0.44907824 -1.39676329 -2.74799361 -0.974079 -0.753563 0.2205
C -1.89899629 -0.09859569 -0.20149820 0.675394 0.328772 -0.3466
N -3.06054403 -0.15487717 -0.37261798 -1.087506 -0.744774 0.3427
Ru 5.10622901 0.18098331 0.54195815 1.355251 0.969218 -0.3860
N 7.16324427 0.19757098 1.00669098 -0.922178 -0.820412 0.1018
H 7.60343526 1.10998369 0.87575013 0.425439 0.297961 -0.1275
H 7.34708900 -0.04997395 1.98363225 0.433430 0.336822 -0.0966
H 7.66953139 -0.47628707 0.41016361 0.391469 0.321325 -0.0701
N 4.67340480 -0.71924103 2.42302825 -0.819100 -0.695964 0.1231
H 5.48128923 -0.91245090 3.01665257 0.379728 0.293769 -0.0860
H 4.03207680 -0.14296849 2.97292532 0.386379 0.300216 -0.0862
H 4.24624492 -1.63387608 2.29545710 0.336022 0.274690 -0.0613
N 5.51368585 1.02929581 -1.36477922 -0.882456 -0.789908 0.0925
H 5.01257799 0.46716811 -2.06011768 0.354294 0.290762 -0.0635
H 5.12603300 1.97902083 -1.40106131 0.381320 0.330364 -0.0510
H 6.49538257 1.04005526 -1.65665297 0.421962 0.290043 -0.1319
N 5.32139168 -1.70500847 -0.38880686 -0.811781 -0.620251 0.1915
H 4.66621164 -1.76899455 -1.17320483 0.372277 0.304633 -0.0676
H 6.25969324 -1.81520917 -0.78103438 0.360183 0.224618 -0.1356
H 5.18379574 -2.49683390 0.25139493 0.396879 0.278713 -0.1182
N 4.86068770 2.11770342 1.37327112 -0.934768 -0.875018 0.0598
H 4.27157833 2.64715675 0.71669804 0.402692 0.368372 -0.0343
H 4.39132780 2.09738349 2.28385473 0.372733 0.364621 -0.0081
H 5.74344302 2.62613103 1.41427021 0.418643 0.303605 -0.1150

the long-range electrostatic interaction. The RDFs are sampled in 0.01 Å using the
VMD software [44].
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Supplementary Figure 24. Comparison between experimental (left) and simulated
(right) UV/Vis spectra of the FeRu complex solvated in water. The simulated spectrum
(black) has been obtained by applying a broadening of 0.25 eV to the calculated discrete
transitions (red).

9.4 Calculation of Spacial Distribution Functions
We start by counting the average number of j neighbors at distance r around an i
particle and at an angle θ from a given axis. Such histograms are constructing using
0.025 Å radial bins and 1.8◦ angular bins:

histij(r, θ) =
Ni∑
i

Nj∑
j 6=i
〈δ(|ri − rj| − r)δ(θij − θ)〉 (10)

where Ni and Ni are the number of atoms i and j respectively. We then normalize
such histogram by the solid angle and the density ρ = Ni · (Nj − δij) ·V−1 (where V is
the volume of the system) to obtain spatial distribution function g(r, θ):

g(r, θ) = histij(r, θ)
ρ · πr2dr sin θdθ (11)

We can obtain Radial Distribution Functions (RDFs) g(r) by integrating over the an-
gular variable:

g(r) = 1
2

∫ 2π

0
g(r, θ)sinθdθ (12)

The coordination number cij (i.e. the number of molecule j in the first solvation shell
of atom i) with the following equation:

cij = 4πρ
∫ R1

0
gij(r)r2dr (13)

where R1 is the first minimum of gij.

9.5 Calculation of Angular Distributions
Histograms of the D-H–A angles, where D and A are the donor and the acceptor
atom involved in the hydrogen bonds, are calculated for each collection of MD frames
relative to the same time-delay. In the case of the NFe–Hw-Ow angles, for each frame
and for each equatorial and axial NFe : a) the hydrogens within the boundary of
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the first solvation shell for that specific NFe are identified, b) the oxygen bounded
to each of the hydrogen are identified, c) the NFe–Hw-Ow angles are calculated and
binned. Shell boundary (FWHM) are taken from the analysis of the NFe–Hw RDFs,
as described above. In the case of the NRu-H–Ow angles, for each frame and for each
H : a) the oxygen within the FWHM of the first solvation shell for that specific H are
identified, b) the NRu-H-Ow angles are calculated and binned. The obtained histogram
are weighted by the solid angle of the angular bins and the area of the so-otained angular
distributions are, as a result, proportional to the number of atoms considered, i.e. the
number of hydrogens/oxygens within the shell boundary. Supplementary Fig. 20 shows
the angular distribution obtained from the non-equilibrium simulation as a function of
time (MMCT at t=0 and BET at t=60 fs).
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