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Abstract

We introduce iSPECTRON, a program that parses data from common quantum

chemistry software (NWChem, OpenMolcas, Gaussian, Cobramm, etc.), produces the

input files for the simulation of linear and nonlinear spectroscopy of molecules with

the Spectron code, and analyzes the spectra with a broad range of tools. Vibronic

spectra are expressed in term of the electronic eigenstates, obtained from quantum

chemistry computations, and vibrational/bath effects are incorporated in the frame-

work of the displaced harmonic oscillator model, where all required quantities are

computed at the Franck-Condon point. The program capabilities are illustrated by

simulating linear absorption, transient absorption and two dimensional electronic

spectra of the pyrene molecule. Calculations at two levels of electronic structure

theory, time-dependent density functional theory (with NWChem) and RASSCF/

RASPT2 (with OpenMolcas) are presented and compared where possible. The

iSPECTRON program is available online at https://github.com/ispectrongit/

iSPECTRON/ and distributed open source under the terms of the Educational Com-

munity License version 2.0 (ECL 2.0).
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1 | INTRODUCTION

Optical spectroscopy is a valuable experimental tool for investigating

electronic and vibrational properties and dynamics of molecular systems.

The past few decades have witnessed the birth of multi-dimensional

multi-pulse techniques, which allow one to study elementary molecular

events such as energy and charge transfer processes, formation and

evolution of vibrational and electronic coherences, conformational and

solvent dynamics and even to study the evolution of a system simulta-

neously in time and space (4D spectroscopy).1–8 In combination with

ultra-short laser pulses with high phase stability, these novel techniques

have equipped researchers with the necessary tools to unravel gas- and

condensed-phase dynamics in the sub-femtosecond (fs, 10−15 s) and

even in the attosecond (as, i.e., 10−18 s)9,10 regimes with an unprece-

dented level of detail. Nonetheless, connecting the optical response of

the system to the underlying quantum-chemical structure and vibronic

dynamics remains an open computational challenge. Theoretical simula-

tions constitute an invaluable tool for unraveling the complex underlying

dynamics. The simulation of molecular spectroscopy is based on two

ingredients: (i) an accurate description of the electronic and vibrational

structure and dynamics of the molecular system, and (ii) an effective

approach to account for the light-matter interaction and response.

Step (i) is usually tackled by employing the tools of quantum

chemistry, that is, by solving the Schrödinger equation at some level
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of approximation, which yields the manifold of electronic states of the

system and the transition dipole between them. Broadly, quantum

mechanical calculations fall into two families—wavefunction

(WF) based and density functional theory (DFT) based—both offering

advantages and limitations due to the underlying approximations and

computational cost. The description of molecular vibrations, environ-

ment fluctuations, as well as the mechanism and time scale of energy

dissipation (e.g., internal conversion, energy or charge transfer) are

key additional ingredients to properly access the physical phenomena

that govern the recorded line-shapes. This can be achieved at various

levels of sophistication ranging from numerically exact schemes solv-

ing the time-dependent Schrödinger equation (quantum dynamics) to

model effective Hamiltonians which parametrize the couplings

between the electronic states, as well as between the electronic and

vibrational degrees of freedom.

Step (ii) is usually treated by quantum master equations which

employ the non-perturbative or perturbative (i.e., weak-field) treat-

ment of the light-matter interactions. A comprehensive perturbative

theoretical framework for linear and nonlinear optical spectroscopies

was first introduced a few decades ago.11 The key quantity, the

response function, incorporates all the relevant molecular information

for the response to external light-induced perturbations. The response

function requires, as a minimal input, the electronic levels of the

system under study and the transition dipoles between them, but it

also incorporates the vibronic dynamics at various degrees of

sophistication.

Over the years, specialized programs that address steps (i) and

(ii) have been developed by different groups and made available to

the user community. For the former, various proprietary and open

source packages for quantum mechanics (QM) calculations exist—

Gaussian,12 Molcas,13,14 NWChem,15,16 GAMESS17 to name a few—

but none of them encompass the entire array of existing and emerging

electronic structure methods. General purpose codes for simulating

spectroscopy are less common, reflecting the complexity associated

with system specific input parameters required to simulate the

nonlinear response. Among the publicly available codes we note

FCclasses18 and EXAT19 for simulating the linear response in the

eigenstate and excitonic picture, respectively, as well as Spectron, a

platform developed by the Mukamel group specifically to describe

coherent multidimensional optical spectroscopy of molecules, chro-

mophore aggregates and semiconductor nanostructures from the

infrared (IR) to the X-ray.20,211 There is a clear gap between Steps

(i) and (ii) that needs to be bridged for the general user. In the present

paper we introduce iSPECTRON, an open source program and distrib-

uted under the Educational Community License version 2.0 (ECL 2.0),

conceived as a stepping stone toward a general purpose interface that

can fill this gap. As schematically shown in Figure 1, it has been

designed with a twofold goal:

1. Automatize the parsing of the output data from a range of popular

quantum chemistry programs (NWChem, OpenMolcas, Gaussian,

Cobramm, etc.) to produce the necessary input files to simulate lin-

ear and nonlinear spectroscopy with the Spectron code;

2. Read the nonlinear response data produced by the Spectron code

and produce, display and analyze a broad arsenal of possible spec-

tra (transient absorption, two-dimensional electronic spectroscopy

(2DES), power spectra, etc.).

The interface is aimed at quantum chemists who seek to connect

their QM calculations with spectroscopic observables, as well as at

expert spectroscopists who seek easy access to QM data and a tool

for spectra manipulation. In this work we present the capabilities of

version 1.0 of the interface, which facilitates the first principles simu-

lation of linear and nonlinear spectra within the electronic eigenstate

expansion of the response function, relying on model Hamiltonians to

describe the coupling to a bath.2 In Section 2 we provide a synopsis

of the basic equations at the heart of the Spectron code, with the

focus on the link to QM calculations. The workflow and capabilities of

the interface are presented in a nutshell in Section 2.4 and employed

in Section 3 to track the photo-induced vibrational dynamics and

ultrafast internal conversion of pyrene, a polycyclic aromatic hydro-

carbon (PAH) consisting of four fused benzene rings. We compare lin-

ear spectra at the time-dependent (TD) DFT (DFT-based) and

RASSCF/RASPT2 (WF-based) levels of theory, employing data

obtained from the NWChem and OpenMolcas software packages,

respectively. Finally we present nonlinear spectra at the RASSCF/

RASPT2 level of theory and analyze them with the post-processing

tools of the interface. A summary and future developments are

reported in the last section.

2 | METHODOLOGY

2.1 | Theory

In this section we summarize the theoretical background used by the

interface and by the Spectron code to simulate a broad variety of

spectroscopic signals.

F IGURE 1 Schematic representation of the iSPECTRON links
with quantum chemistry software, its double-sided flow of data with
the Spectron software, and the range of possible spectroscopic
techniques and properties that can be produced with it
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2.2 | Electronic structure methods

The essential quantities for the simulation of spectroscopy are the

manifold of energies of each state and the transition dipole moments

between these states. Additionally, calculations of normal modes and

frequencies at the ground state (GS) minimum, and evaluation of verti-

cal gradients for the states of interest may be required. All of these

properties may be obtained at the QM level by employing either

WF-based or DFT-based approaches. Here, our focus is on multi-

configurational WF techniques labeled as multi-configurational self-

consistent field (MCSCF) methods, and the techniques emerging

through the linear-response TD extension of DFT categorized as

TDDFT methods. As part of this work, we demonstrate the

iSPECTRON interface with the widely used OpenMolcas13,14 and

NWChem15,16 computational chemistry programs, respectively.

1. MCSCF techniques, such as the complete active space self consis-

tent field (CASSCF, and its variants, as, e.g., the restricted active

space (RAS) SCF),22–25 employed in tandem with second order

perturbative corrections (CASPT2, or RASPT2),26 represent the

state-of-the-art method for the computation of excited state prop-

erties in generic molecular systems. The CASSCF/CASPT2 proto-

col has been extensively used over the past 30 years and is widely

considered the gold standard for a number of applications in pho-

tochemistry.27 The major bottlenecks of the protocol lies in its

computational cost, which rapidly increases with the system size.

The OpenMolcas program contains the most advanced suite of

MCSCF techniques.

With the wavefunction at hand, it is possible to obtain (virtually) all

properties necessary for the spectroscopy simulation: state ener-

gies, permanent and transition dipole moments between them, fre-

quencies, gradients, etc. Particularly important is the ability of the

CASSCF/CASPT2 protocol to describe higher lying states which

may be accessed in nonlinear spectroscopy techniques. Therefore,

it has been utilized in the past decade to simulate transient absorp-

tion, two-dimensional IR, Raman and electronic spectra of organic

compounds (e.g., pyrene, uracil and thio-uracil, azobenzene) from

first principles.

2. DFT/TDDFT techniques, are the most widely used theories for

electronic structure calculations. They offer a good compromise

between accuracy and computation cost, and are therefore broadly

applicable over the chemical and materials space across the peri-

odic table. Because of their broad applicability and computational

efficacy, DFT and TDDFT have been implemented in all

established quantum chemistry packages, such as Gaussian12 and

NWChem15,16 to name a few. However, double excitations and

charge transfer states have been found to be problematic with

TDDFT. In addition, transition dipole moments between excited

states within TDDFT require solving the costly quadratic-response

equations, although recent theoretical advances have been

reported to address this issue.28,29 This has limited their use in the

simulation of nonlinear spectroscopies. Here, we utilize the

DFT/TDDFT implementation in NWChem, where excited-state

transition dipole moments have been implemented recently using

the TDDFT-based pseudowavefunction approach.30

We refer interested readers to several recent reviews on the

state-of-the-art of WF-based and DFT-based QC methods.28,31–34 A

brief summary of the two techniques can be also found in Data S1.

2.2.1 | Accounting for environment effects

The study of molecular systems often requires considering their com-

plex native condensed-phase environments. This can either be

described implicitly with an analytical approach known as the polariz-

able continuum model35 or explicitly, where the entire system is

treated within a common level of theory or via hybrid embedding

schemes like ONIOM36 and QM/molecular mechanics (MM).

iSPECTRON has also been interfaced with the COBRAMM37 program,

which provides a flexible QM/MM framework between different elec-

tronic structure programs and the Amber molecular mechanics

suite.38

2.3 | Spectroscopy simulations

The term “spectroscopy” comprises the conspicuous body of tech-

niques that use radiation to obtain information on the structure and

dynamical properties of matter. In the dipole (long wavelength)

approximation, where the field does not vary across the molecule, the

system is described by the Hamiltonian

Ĥ= Ĥmol− μ̂�E tð Þ ð1Þ

where the first term represent the molecular Hamiltonian, which can

be handled via quantum chemistry approaches; the second term rep-

resents the (semi-classical) interaction between the external (classical)

electromagnetic field and the molecular system, through the dipole

operator μ̂.

A density matrix (rather than a wavefunction) representation of

the system is required when dealing with open quantum systems and

time-dependent perturbation theory is applied with respect to the

field-matter interaction term: different orders of the perturbative

expansion give rise to specific signals. We focus here on first- (linear)

and third-order (nonlinear) signals.

The interaction between the external electromagnetic field and

the electrons produces a time-dependent polarization. This is the

source of a new field, which eventually creates the measured signal of

spectroscopic experiments.

2.3.1 | The linear and nonlinear response functions

The linear (first-order) polarization is connected to the incident radia-

tion field through the linear relation.20

SEGATTA ET AL. 3



P 1ð Þ r,tð Þ=
ð∞
0
dt1R

1ð Þ t1ð ÞE r,t−t1ð Þ ð2Þ

R(1)(t1) is the (first-order) system response function, and contains the

information of the first-order perturbed system. It may be recast as:

R 1ð Þ t1ð Þ= i
ℏ

� �
Tr μ̂ t1ð Þμ× ρ̂0½ � ð3Þ

where ρ̂0 is the equilibrium density matrix (i.e., prior to any field inter-

action),  t1ð Þ is a superoperator that describes the density matrix evo-

lution in absence of the external field (defined as

 tð Þ•= e− i
ℏĤmolt • e

i
ℏĤmolt ), and μ× is the dipole superoperator (defined as

μ× •= μ̂,•½ �) that accounts for the interaction between the system and

the external field.

Similarly, the third-order polarization reads.20

P 3ð Þ r,tð Þ=
ð∞
0
dt3

ð∞
0
dt2

ð∞
0
dt1R

3ð Þ t3,t2,t1ð Þ×
E r,t−t3ð ÞE r,t−t3−t2ð ÞE r,t−t3−t2−t1ð Þ

ð4Þ

where the corresponding response function, R(3) (t3, t2, t1), is given by

R 3ð Þ t3,t2,t1ð Þ= i
ℏ

� �3

Tr μ̂ t3ð Þμ× t2ð Þμ× t1ð Þμ× ρ̂0½ � ð5Þ

Equations (3) and (5), can be interpreted as follows:

1. Start from the equilibrium density matrix ρ0;

2. Interact once with the laser via the dipole superoperator μ×;

3. Evolve the perturbed density matrix by the field-free molecular

Hamiltonian Hmol for a time t1;

4. Repeat steps 2. and 3. for times t2 and t3;

5. Compute, with the perturbed and time-dependent density matrix

ρ1(t1) (ρ3(t1, t2, t3)), the first (third) order response function

P(1)(t1) = Tr[μρ(1)] (P(3)(t1, t2, t3) = Tr[μρ(3)]);

The polarization must be averaged over all possible system orien-

tations to represent a randomly oriented sample.3

A general solution to Equations (3) and (5) can be derived11 which

applies to arbitrary level schemes (see Data S1). In the case of third-

order polarization, the number of terms that appear in the general

expression is very large due to the various Liouville space pathways4

and the permutation over the incident fields. Therefore, the response

is often recast for approximate models of two or three distinct mani-

folds (i.e., bands, see section “Sum-over-states expansion” for defini-

tion of the manifolds) in combination with temporally well separated

pulses, resonant with the energy gaps between the manifolds. Fortu-

nately, in resonant conditions, only a few of the terms survive when a

specific (called phase-matched) combination of the incoming fields

wave vectors ki, i = 1, 2, 3 is chosen, as highly oscillatory terms (where

molecular and field frequencies) add up rather than subtract can be

safely neglected, an approximation known as the rotating wave

approximation (RWA). Experimentally, different types of linear and

nonlinear signals that radiate from the sample can be distinguished by

placing the detector in different directions, identified by a specific

combination of the incoming fields wave vectors ± k1 ± k2 ± k3.

Signals in a given direction can be further decomposed into gro-

und state bleaching (GSB), stimulated emission (SE) and excited state

absorption (ESA).5 The nomenclature reflects the physical processes

induced by the light-matter interactions.20 The response function of

Equation (5) in a given phase-matching direction can be then

expressed as the sum of the individual (GSB, SE, ESA) contributions.

Notably, ESA contributions have an opposite sign to GSB and SE con-

tributions, thus their spectral overlap could potentially lead to com-

plex interference patterns and occasionally to signal cancelation. For

this reason, the calculation of the individual components offered by

Spectron is essential.

In linear spectroscopy the time-dependent polarization

(Equation (2)) is Fourier transformed with respect to t

P 1ð Þ Ωð Þ=
ð∞
0
dtP 1ð Þ tð Þexp iΩtf g ð6Þ

to provide an intensity versus Ω spectrum—the linear absorption (LA)

spectrum. In third-order spectroscopy (rephasing, non-rephasing and

quasi absorptive signals) any pair of time variables can be used to gen-

erate a 2D plot. The time-dependent polarization (Equation (4)) is usu-

ally Fourier transformed with respect to variables t1 and t3

P 3ð Þ Ω1,t2,Ω3ð Þ=
ð∞
0
dt3

ð∞
0
dt1P

3ð Þ t3,t2,t1ð Þexp iΩ3t3 + iΩ1t1f g ð7Þ

to provide a two-dimensional map (intensity vs. Ω1 vs. Ω3)—the 2D

spectrum—for each (waiting) time t2. The double quantum coherence

signal is Fourier transformed with respect either to intervals t1 and t2

or t2 and t3. Finally, the transient absorption (pump probe) spectra

(intensity vs. Ω3 at different t2 times) can be readily obtained from the

two-dimensional maps by integrating over Ω1.

P 3ð Þ t2,Ω3ð Þ=
ð∞
0
dΩ1P

3ð Þ Ω1,t2,Ω3ð Þ ð8Þ

2.3.2 | Sum-over-states expansion: Connecting the
electronic structure of the system to a spectroscopic
signal

In the sum-over-states (SOS) approach, the response function is

expanded in the eigenstate basis. These states are usually divided in

three sets: on the bottom of the energy ladder there is the unique gro-

und state (denoted by g). Above it, there is the single-excitation mani-

fold (with states denoted by the index e). Finally, one finds the

double-excitation manifold (index f ). The manifolds are connected by

the dipole operator μ, and we assume that only transitions between

g ! e (characterized by energy ωeg and transition dipole moment μeg)

and e ! f (ωfe and μfe) can occur (Figure 2d). Linear techniques only
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interrogate states of the first-excitation manifold, while in third-order

techniques the second excitation manifold should be considered as well.

We note that the terms “single-excitation” and “double-excitation”
are historically related to the study of excitonic systems and referred to

exciton states having a single site or two sites simultaneously

excited.20,21 In the framework of the current level scheme (Figure 2d),

the f-manifold can include states generated by single-excitation from

the ground state which are coupled to states from the e-manifold by a

non-vanishing transition dipole moment. Furthermore, as typical in long

conjugated systems, doubly excited states can lie among the lowest

excited states of the system and, while not coupled to the ground state

(i.e., they are dark) they participate in internal conversion. A more con-

venient way to think of the e and f manifolds is in terms of being reso-

nant with the energy of the pump (e manifold, ωeg energies) and probe

(f manifold, ωfe energies) pulses.
39,40 Thus, the assignment of states to

either manifold is connected to the experimental conditions.

The f states are not directly involved in the photo-induced

dynamics (during t2). However, as each e state has its own characteris-

tic manifold of higher lying f states the ESA associated with their

population upon interaction with the probe pulse can serve as indirect

signatures of the underlying dynamics in the photo-active states. This

is particularly valuable for resolving states intermediately populated

during the non-adiabatic decay which are dark with respect to the

ground state (i.e., dark or phantom states). Thus, states from the

f manifold could be considered “spectator states” in the terminology

of transient IR spectroscopy.14,39

Three non vanishing (under the RWA) independent third-order signals

can be obtained for the three-level scheme (Figure 2d) from different

combinations of the wave vectors of the incident pulses k1, k2 and k3. The

signals are referred to as rephasing (KI = −k1 + k2 + k3), non-rephasing

(KII = +k1 − k2 + k3) and double-quantum coherence (KIII = +k1 + k2 − k3)

(see Liouville space ladder diagrams in Figure 2). The various signals

encompass a different complementary information about the system.

By adding the simulated/recorded rephasing and non-rephasing

contributions one obtains (quasi-)absorptive spectra which provide

the highest spectral resolution thanks to favorable cancelation of dis-

persive spectral components. The simulation of the various third-

order signals is an integral part of the Spectron code.

In the SOS framework the first- and third-order response func-

tions (Equations (3) and (5)) are expanded in terms of the system

eigenstates. R(1)(t1) thus becomes:

R 1ð Þ t1ð Þ= i
ℏ

� �
θ t1ð Þ

X
e

μeg
�� ��2exp − i ωeg− iγeg

� �
t1

� �
+ c:c: ð9Þ

We have added a phenomenological dephasing rate γeg to the

transitions. This accounts for the decay of the coherence and the

associated signal broadening in an open system due to processes such

as pure dephasing, internal conversion, etc., whose detailed and

explicit description is omitted at this lowest6 level of theory.

The linear absorption spectrum represents the real (absorptive)

part of the Fourier transformed polarization ReP(1)(Ω) (Equation (2)).

F IGURE 2 Ladder diagrams for the signal generated in the direction KI (A), KII (B) and KIII (C). (D) Energy level diagram and allowed transitions
between the states in the various manifolds. ESA, excited-state absorption; GSB, ground-state bleaching; SE, excited-state emission

SEGATTA ET AL. 5



P 1ð Þ Ωð Þ=
X
e

μeg
�� ��2

Ω−ωeg + iγeg
ð10Þ

It is given as a sum of transitions centered at ωeg, having

Lorenzian line-shapes whose widths are governed by the dephasing

rates γeg.

Similarly, the SE diagram of the non-rephasing third-order signal

becomes:

R KIIð Þ
SE t1,t2,t3ð Þ= i

ℏ

� �3

θ t1ð Þθ t2ð Þθ t3ð Þ
X
ee0

μeg
�� ��2 μe0g

�� ��2

× exp − i ωge− iγge
� �

t1− i ωe0e− iγe0eð Þt2− i ωe0g− iγe0g
� �

t3
� � ð11Þ

whereas the spectrum resulting from the Fourier transform of the

third-order polarization (Equation (4))

P KIIð Þ
SE Ω1,t2,Ω3ð Þ=

X
e

μeg
�� ��2

Ω1−ωeg + iγeg
� μe0g

�� ��2
Ω3−ωe0g + iγeg

exp − i ωe0e− iγe0eð Þt2f g

ð12Þ

has a more complex line shape with positive and negative regions

(phase twists). Similar expressions can be derived for the remaining

third-order diagrams.11,20 Within the framework of Equations (10) and

(12), the necessary QM inputs to the spectroscopy simulation with

Spectron are limited to the manifold of states energies (from which

one builds the required energy differences ωeg and ωfe) and the transi-

tion dipole moments (μeg and μfe) between them. The dephasing rate γ

may be fitted to describe the observed line broadening.

2.3.3 | The line shapes: Incorporating the coupling
to a harmonic bath

Modeling the line shapes requires to describe the field-free dynamics

of the system coupled to a bath. This can be realized at various levels

of sophistication: (a) the exact numerical solution of the Liouville

equation in the reduced system space; (b) semi-classical and mixed-

quantum classical trajectory-based approaches which approximate or

neglect altogether some quantum mechanical aspects (ranging from

accurate path-integral methods, that can be made arbitrarily accurate,

to crude phenomenological separations between quantum and classi-

cal degrees of freedom); (c) methods based on parametrized Hamilto-

nians. The latter rely on the (strong) approximation that the potential

energy surfaces of the electronic states of interest can be expressed

by analytical expressions (e.g., harmonic potentials) which can be

parametrized by quantum mechanical calculations (energies, gradients,

normal modes etc.). The appeal of this approach is boosted by the

availability of analytical expressions for the signal line shapes. There-

fore, facilitating line shape description based on the coupling between

the electronic structure to a model Hamiltonian describing the intra-

molecular and the environment vibrational degrees of freedom (DOF)

is naturally the first strategy made available through the iSPECTRON

interface that goes beyond purely phenomenological line shapes.

Here we outline the displaced harmonic oscillator (DHO) model

Hamiltonian used to describe the coupling to intra-molecular DOF

and the resulting line shape functions. The model assumes that the

potential energy surfaces of the electronic states are quadratic in the

coordinates, with different equilibrium positions (i.e., electronic state

a is displaced by ~dak along the k−th mass-weighted normal

mode coordinate ~qk ). Different modes are assumed to be uncoupled

(i.e., intramolecular vibrational energy redistribution cannot take

place), and possible anharmonicities are not accounted for. It is also

assumed that the different electronic states are described by the same

normal modes and frequencies (which are thus computed only for a

single electronic state, generally being the electronic GS).7

The displacements ~dak of the various ES wells with respect to the

GS can be computed with the vertical gradient approach,

implemented in iSPECTRON, that is, by projecting energy gradients

for the states of interest onto the GS normal modes. Starting with the

expression for the energy gap ΔEab ~qkð Þ between states a and b in the

framework of the DHO model

ΔEab ~qð Þ= εa−εb +
X
k

1
2
ω2
k

~d
2

ak−~d
2

bk

	 

−ω2

k
~dak−~dbk

	 

~qk ð13Þ

εa − εb is the adiabatic excitation energy between states a and b.

The gradient of the energy gap r~qΔEab ~qð Þ reads

r~qΔEab ~qð Þ= rQEa Qð Þ−rQEb Qð Þ½ �r~qQ=P†−1
2 fa−fbð Þ ð14Þ

where P is a matrix whose columns are the normal modes ~q expressed

in normalized mass-weighted Cartesian coordinates Q,  is a diagonal

matrix with the nuclear masses and fa/b = rQEa/b(Q) are the Cartesian

energy gradient in electronic state a and b. Taking the derivative with

respect to ~q in Equation (13) and inserting the expression derived in

Equation (14) gives

~da = −−2P†−1
2 fa−fbð Þ+ ~db ð15Þ

where ~da and ~db are k-dimensional arrays of the displacements along

all modes on states a and b.

The state-specific displacements along each normal mode k,

that is, ~dak , are directly related to spectroscopic observables like the

dimensionless Huang-Rhys factors Sak or the reorganization energy

λak through the following relations:

Sak =
~d
2

akωk

2ℏ
and λak =

~d
2

akω
2
k

2ℏ
: ð16Þ

and are processed by the interface script to formulate the spectral

density functions Jab(ω) which is a convenient way to describe the

coupling of an electronic state to a continuum of vibrational

modes.11,20
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Jab ωð Þ= π
X
k

~dak~dbkω
3
k δ ω−ωkð Þ½ � ð17Þ

The spectral density is the central quantity in the formulation of

the line shape functions gab(t).
11,20

gab tð Þ= −
1
2π

ð +∞

0
dω

Jab ωð Þ
ω2

coth
βω

2

� �
1−cos ωtð Þð Þ+ i sin ωtð Þ−ωtð Þ

� �

ð18Þ

that replaces the phenomenological broadening in the linear and

nonlinear response. gab(t) carries the complete information about

the time-dependent coupling to the vibrational DOF including finite

temperature effects. The precise form of the response function is

derived via the cumulant expansion of Gaussian fluctuations

(CGF).11 For linear techniques, the first-order response function

becomes

R 1ð Þ t1ð Þ= i
ℏ

� �
θ t1ð Þ

X
e

μeg
�� ��2expf− i ωge− iτ−1

ge

	 

−2gee t1ð Þg+ c:c: ð19Þ

τ−1
eg here indicates the rate of coherence decay due to finite life-

time (τeg) associated with internal conversion, energy or charge trans-

fer (thus, representing part of the phenomenological broadening γab)

which causes a homogeneous broadening of the spectral lines.

For the third-order response function we again consider the same

diagram shown in Equation (11), which now becomes

R KIIð Þ
SE t1,t2,t3ð Þ= i

ℏ

� �3

θ t1ð Þθ t2ð Þθ t3ð Þ
X
ee0

μeg
�� ��2 μe0g

�� ��2 ×
× expf− i ωge− iτ−1

ge

	 

t1− i ωe0e− iτ−1

e0e

� �
t2− i ωe0g− iτ−1

e0g

	 

+φSE

ee0 t1,t2,t3ð Þg
ð20Þ

and φSE
ee0 t1,t2,t3ð Þ is a multipoint line-shape function given by a specific

combinations of gab(t) evaluated at different times.11,20

φSE
ee0 t1,t2,t3ð Þ= −ge0e0 −t2ð Þ−gee t1 + t2 + t3ð Þ−gee0 t1ð Þ
+ gee0 −t2−t3ð Þ+ gee0 t1 + t2ð Þ−gee0 −t3ð Þ ð21Þ

Similar expressions for the multipoint line-shape functions which

enter in the remaining third-order diagrams are readily implemented

in Spectron.20

The coupling to the environment (e.g., a protein cage, a solvent,

a nearby molecule, etc.) may also be included in the form of spectral

densities, and treated within the CGF framework presented above.

While it can be computed from first principles based on molecular

dynamics simulations,42,43 the motion of the environment can be

also accounted for via model functions, as it is usually characterized

by smooth spectral densities with significant contributions mainly in

the low frequency regime. For example, the overdamped brownian

oscillator (OBO) spectral density44,45 available in Spectron has

the form

Jab ωð Þ=2λb ωΛb

ω2 +Λ2
b

ð22Þ

and its parameters (the cutoff frequency Λb, which sets the time scale

of the memory of the system-bath correlation, and system-bath cou-

pling strength λb, which encode the degree of homogeneous signal

broadening) can be fitted to reproduce the experimental line shapes.

In general the spectral densities describing the coupling to the envi-

ronment are state-specific, for example, the energies of ionic state are

more susceptible, that is, strongly coupled, to the environment fluctu-

ations.42 Nevertheless, to a first approximation a single OBO spectral

density is commonly used for all states.

The decomposition of the spectral density into intra-chromophore

and environment contributions is a reasonable approximation as energy

fluctuations caused by inter- and intra- molecular vibrations (i.e., by

short- and long- range interactions) can be considered uncorrelated.

2.3.4 | Beyond the adiabatic approximation:
Incorporating internal conversion, charge and energy
transfer

The CGF approach is exact for fluctuations with Gaussian statistics

and in the absence of electronic relaxation. Approximate expressions

may be introduced to incorporate internal-conversion or energy trans-

fer between different states. In the limit of decoupled evolution of the

populations and coherence terms in the density matrix SE and ESA

diagrams are separated in population (i.e., e = e0 during t2) and coher-

ence (i.e., e ≠ e0 during t2) terms. Population relaxation during t2 is

described by the Pauli master equation20:

_ρee tð Þ= −
X
e0
Ke0e0 ,eeρe0e0 tð Þ ð23Þ

with K the rate matrix with elements Ke0e0 ,ee depicting the population trans-

fer rate from state e into state e0. The solution of this equation is formally

recast by the population Green's function ρe0e0 tð Þ=
P
e
Ge0e0 ,ee tð Þρee 0ð Þ and

the elements of the matrix G act as time-dependent weighting factors

in the population pathways describing SE and ESA. For example, the

population SE diagram of the kII signal becomes

R KIIð Þ
SE,pop t1,t2,t3ð Þ= i

ℏ

� �3

θ t1ð Þθ t2ð Þθ t3ð Þ
X
ee0

μeg
�� ��2 μe0g

�� ��2Ge0e0 ,ee t2ð Þ×

× expf− i ωge− iτ−1
ge

	 

t1− i ωe0g− iτ−1

e0g

	 

+φSE

ee0 t1,t2,t3ð Þg
ð24Þ

whereas the coherence SE diagram retains its from Equation (20).

The rates τ−1
ab entering the rate matrix Ke0e0 ,ee can be obtained from

ab-initio computations that treat the coupling between different states

(such as quantum-dynamics, semi-classical approaches equipped with sur-

face hopping, Redfield/Förster transport methods in the context of exci-

tons, etc.)46 or may be fitted from available experimental information.47
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Finally, we note that Spectron offers variations of the multipoint

line shape function φ(t1, t2, t3) depending on the relative time scales

of transport, bath fluctuations and coherence dephasing in the sys-

tem.20 The different formulations are all expressed in terms of line

shape functions gab(t).

2.3.5 | Beyond impulsive excitations: Incorporating
pulse envelopes

So far we have shown how to compute the response function for lin-

ear and nonlinear (third-order) techniques at various levels of sophisti-

cation. The response function coincides with the signal itself in the

limit of infinitely short laser pulses (known as the “impulsive limit”).
Within this limit, the pulses are solely characterized by their wave-

vector and mutual time delays.

To include the realistic pulse envelopes, the response function has to

be convoluted with the fields, as prescribed by Equations (2) and (4). The

effect of the fields, which is entirely captured by the multiple integrals of

these equations, can be accounted for in an approximate way by:

(a) weighting the data along the frequency axes with the profile of the

field (in the frequency domain) (b) convoluting the data along the time (t2)

to describe the effect of the finite time resolution that a realistic pulse

(with finite duration) necessarily introduces. Exact equations that include

the finite pulse-width effect when assuming temporally separated pulses

and in absence of population transfer, are reported in Ref. 20.

Additionally, each pulse may have its own polarization: the polari-

zation configuration of the pulse sequence weights differently the

various contributions and affect the final spectra. The weights are

given by the product of the field polarization ν̂i (i � x, y, z) and the

transition dipole moment μab, that is, ν̂i �μab . A posteriori linear combi-

nations of signals obtained with different pulse polarization configura-

tions can help highlight weak features like cross-peaks which are

often masked by the more intense but less interesting diagonal fea-

tures in the spectra.48,49

2.4 | Interface workflow(s)

iSPECTRON is a command-line interface written in Python 3 designed

for Unix-based platforms.8 It is composed of two parts: part (a) is

designed to parse QC outputs and some parameters specified by the

user to produce the necessary input files for the Spectron code; part

(b) parses the Spectron output data and processes and manipulates

the simulated spectra. The discussion that follows is thus developed

in two sub-sections, one for each part of the interface.

2.4.1 | Interface—Part a

The interface reads in inputs and outputs of the QM codes employed

for the QM calculation to retrieve the following information: transi-

tion energies, transition dipole moments and vertical gradients for all

states of interest (i.e., states of the e − manifold in case of linear tech-

niques, states of the e− and f − manifolds for nonlinear techniques).

Alternatively, this information can be provided manually by the user

(via communication files with well-defined format, see Data S1). The

QM inputs and outputs can constitute a homogeneous set (i.e., all

obtained with the same QM code) or coming from different sources (as,

e.g., QM/MM calculations with COBRAMM). The interface interprets

the provided inputs/outputs and tags them according to the software

of origin and the type of data inside the file. In addition to the system-

specific data, the user needs to specify several parameters for the “vir-
tual experiment” such as the energy window, the type of signal of inter-

est (linear or transient absorption, KI − KIII, quasi-absorptive) and the

simulation time t2. Optional parameters relevant to the system under

scrutiny (e.g., phenomenological broadening or OBO parameters), the

utilized pulses (e.g., polarization) and advanced simulation details

(e.g., the selection of specific diagrams) can be also provided.

After all files have been collected and identified by the interface,

the resulting input is analyzed for consistency. If there are no conflicts

the code re-elaborates the data by ordering the manifold of energies

and transition dipole moments and, if requested, computes spectral

densities. Otherwise, if the inconsistencies are beyond remedy

(e.g., no energies or transition dipoles are found or no transitions are

present in the selected energy window) the code exits with an appro-

priate error message.

The code then prepares various intermediate files to be processed

by Spectron. The minimal required information to run a basic Spectron

simulation in the SOS representation utilizing phenomenological

broadening constants γab is as follows:

1. The Spectron main input file, containing information about the

chosen spectroscopic technique, the energy window, the number

of states, etc.;

2. The (single column) file with the list of transition energies relative

to the GS, including the GS energy itself (zero by definition), in

increasing order.

3. The (five column) file with the transition dipoles; the first two indi-

ces represent initial and final states a and b, while the last three

numbers are the x, y and z components of the transition dipole μab.

For simulations which go beyond the phenomenological broaden-

ing of the spectral line-shapes, making use of the CGF framework of

Spectron, a few additional files are also created:

1. The (single column) file containing, in consecutive order, spectral

densities Jab(ω) associated with different states;

2. The coupling file, that defines the coupling between transitions

and spectral densities (a sequence of lower triangular

Nstates × Nstates matrices, one for each spectral density, in which

the entry ab is the coupling strength to the spectral density Jab(ω));

3. The transport rates file (square Nstates × Nstates matrix) which con-

tains the rate matrix K (23) with the inverse of each state lifetime

on the diagonal and the energy transfer rates between the states

off-diagonal;
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Finally, two additional files, named INFO.txt and VIB_INFO.txt,

are also produced: the former contains the command line utilized by

the user to launch the interface; the latter, summarizes the states

reorganization energy λ (Equation (16)). The workflow of the first part

of the interface is reported in Figure 3.

2.4.2 | Interface—Part b

Once Spectron has finished simulating the linear or nonlinear signal,

its output can be processed by the second leg of interface code.

In the case of linear techniques, the output provided by Spectron

is a single two-column file (energy vs. intensity). For nonlinear tech-

niques, instead, the output is organized in a directory tree structure:

1. top level, named according to the simulated signal (e.g., KI). If a

folder with the same name is already present (as in case of repeat-

ing a simulation with different parameters) an integer is attached

to the tag (e.g., KI_1, KI_2);

2. second level (optional), with branches according to the diagrams,

that is, GSB, SE or ESA;

3. third level, with branches associated with the waiting time t2

(in case of rephasing, non-rephasing and quasi-absorptive signals)

or t1 or t3 (in case of double quantum coherence), for example,

t2_0, t2_4 … t2_100, in fs.

This allows to visualize and manipulate selectively one or multiple

snapshots of individual diagrams constituting the overall signal.

In the post-processing the user can choose to further manipulate

the 2D spectra by convoluting them with realistic pulses, by integrat-

ing them to obtain their marginal, the TA spectra (Equation (8)), or by

Fourier transforming them along the t2 time; one can request 1D and

2D spectral cuts or time traces and can adjust a number of additional

optional parameters (e.g., the spectral window). Specifically, in the

post-processing one has access to:

1. One-dimensional transient absorption spectra (1DPP), that resolve

the signal along a single frequency axis (the detection frequency

Ω3). Single t2 times snapshots and/or two-dimensional time/fre-

quency heat-maps may be provided. The t2 axis may be Fourier

transformed, obtaining a frequency/frequency map that resolves

the frequencies underneath the signal beating along t2, that may

be different at different detection frequencies. This new frequency

axis is labeled as Ω2;

2. Two-dimensional (2D) spectra, which resolve the signal along two

frequency axes (excitation -Ω1- and detection -Ω3- frequency) are

given as one or multiple t2 snapshots (according to the user specifi-

cations). Maps at different Ω2 frequencies may also be obtained by

Fourier transform of the data along t2;

3. Cuts of 2D maps along specific excitation or detection frequencies

may be performed. The code was implemented to perform cuts

along any specified couple of points in the Ω1/Ω3 plane (such as

diagonal or anti-diagonal cuts);

4. The (t2) time trace of the value of a selected Ω1/Ω3 2D map point

(or the integrated value of a 2D map squared region) may be also

extracted from the nonlinear data to visualize the beatings of the

signals in different regions of the 2D map;

5. Two approaches to extract the spectral diffusion of peaks of inter-

est in a 2D map as a function of the waiting time t2 are also

implemented: (i) evaluation of the slope of the line that connects

the peak maxima along Ω1 at every fixed Ω3 value; (ii) evaluation of

the ratio between the widths of the diagonal and anti-diagonal

cuts that goes through the center of the peak. In both cases, one

expects to see how the observable approaches a value close to

zero with t2, a signature of the erasure of the system memory of

the initial excitation energy, caused by the system-bath

interaction.

Finally, output files with all requested features are created,

together with gnuplot input files, with all the information necessary to

plot these data.

The workflow of the second part of the iSPECTRON interface

code is reported in Figure 4. Note that this second part of the code is

independent from the first one: indeed, the Spectron code can be

used with other levels of theory implemented therein (excitons, quasi-

particle approach, stochastic models for the system-bath coupling,

etc.) and the third-order response, if organized in the folder structure

presented above, may be processed by iSPECTRON.

iSPECTRON is available online at https://github.com/

ispectrongit/iSPECTRON/.

3 | EXAMPLES

In this section we demonstrate how the linear and nonlinear spectra

generated with the iSPECTRON interface can be utilized to monitor

the photo-induced vibrational dynamics and ultrafast internal conver-

sion of pyrene. Pyrene is a widely used PAH owing to its interesting

photophysical properties with a remarkably long excited state lifetime

and high fluorescence yields. It presents well separated absorption

bands with clear Franck-Condon progressions in the UV (at 320 nm

and at 280 nm), ultrafast internal conversion to the lowest (dark)

excited state and few characteristic ESA signatures, making it an

excellent model case for assessing novel spectroscopic

techniques.5,50–53 The availability of high resolution experimental LA,

pump-probe (PP) and 2D maps naturally makes pyrene the system of

choice to assess the capabilities of iSPECTRON.

First we present linear absorption of the La band—the lowest

bright electronic excited state of pyrene absorbing in the near-UV—

simulated at two levels of theory—RASSCF/RASPT2 (through

OpenMolcas) and TDDFT (through NWChem)—and at two

temperatures—at room temperature (i.e., 300 K) and at cryogenic tem-

perature (i.e., 5 K). Subsequently, we report nonlinear spectra simula-

tions at the RASSCF/RASPT2 level of theory. In all simulations

coupling to the intra-molecular and environment vibrational DOF is

described within the CGF framework (Section 2.3.3). in its most

SEGATTA ET AL. 9

https://github.com/ispectrongit/iSPECTRON/
https://github.com/ispectrongit/iSPECTRON/


F IGURE 3 Workflow of the iSPECTRON
program functioning for the collection and re-
elaboration of quantum chemistry data
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general realization capable of treating bath fluctuations with arbitrary

time scales and population transfer.54 The required spectral densities

describing the coupling to the intra-molecular DOF are modeled

based on the undamped DHO Hamiltonian utilizing the vertical gradi-

ent approach (Equation (15)). The spectral density describing the cou-

pling to the environment DOF is obtained with the OBO model

(Equation (22)) fitted to reproduce the width of the experimental

spectra. The ultrafast La ! Lb internal conversion is modeled on the

basis of the rate Equation (23). Thereby, a lifetime τeg of 100 fs is

assigned to the La state, in agreement with experimental findings.53

Energies, transition dipole moments, normal modes, frequencies, and

gradients have been computed from first principles in vacuum.9 D2h

symmetry was enforced for the QC computations behind the

nonlinear spectra. Additional information on the quantum chemical

F IGURE 4 Workflow of the
iSPECTRON program functioning for
the production and analysis of a
variety of spectra
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calculations, simulation parameters as well as the iSPECTRON com-

mands used to generate the plots in Figures 5 and 6 are reported in

the Data S1.

3.1 | Linear spectra

The first bright state of pyrene, dominated by a transition between

the highest occupied orbital into the lowest unoccupied orbital and

labeled La following Platt's notation,60 shows a well resolved vibronic

progression in the linear spectrum, with peaks at 334 nm, 318 nm and

302 nm with the fundamental accumulating the highest oscillator

strength. Figure 5 documents the excellent agreement between the-

ory and experiment for both aqueous solution room temperature data

set,58 and Ne-matrix spectrum at 5 K.59 The fine structure of the

spectrum arises due to coupling to intra-molecular symmetry-

conserving vibrational modes with frequencies �400 cm−1 (ring

breathing), �1100 cm−1 and �1250 cm−1 (in-plane bendings),

�1450 cm−1 and �1700 cm−1 (carbon–carbon stretching, see Table 2

in Data S1). Similar results have been reported by Freidzon et al for

LA simulations in water.56 The 400 cm−1 mode, clearly seen at 5 K

(black spectrum in Figure 5, right) and accurately reproduced by both

at RASSCF/RASPT2 and TDDFT levels of theory, is responsible for

the shoulder in the fundamental of the LA band at room temperature.

Regarding the high-frequency region, RASSCF/RASPT2 predicts the

1700 cm−1 stretching mode to dominate the line shape, whereas

TDDFT predicts equal contributions from the 1250 cm−1, 1450 cm−1

and 1700 cm−1 modes.

The excitation energy for the La state has been shifted by

2550 cm−1 and 280 cm−1 at room temperature, and by 3540 cm−1

and 1250 cm−1 at 5 K, for RASSCF/RASPT2 and TDDFT, respectively.

Note that for both levels of theory, the difference between the

applied shifts at room and cryogenic temperature is about 1000 cm−1:

this should therefore be ascribed to a solvatochromic shift induced by

the aqueous environment of the 300 K experiment.

3.2 | Nonlinear spectra

Figure 6 summarizes some of the possible spectra obtained from gen-

eral 2D data computed by Spectron. In Figure 6a we report the quasi-

absorptive (i.e., summing the KI and KII signals 2DES heat maps at dif-

ferent t2 times [0, 50, 100 and 150 fs]). In particular, we note the

dynamic multi-peak pattern of the (overlapping) GSB and SE contribu-

tions (shown in red) arising due to the vibronic structure of the

absorption band. Furthermore, we can recognize ESA signatures of

the La state, a weak one at 400 nm and an intense one at 610 nm.

The 610 nm ESA has been reported experimentally.53,61 It is

established that the La state decays through a non-adiabatic process

mediated by a conical intersection to a lower lying dark excited state,

denoted Lb in Platt's notation, on a 100 fs time scale. In the spectra

this population transfer is reflected in: (a) decrease of the intensity of

the diagonal bleach signal due to the decay of the SE; (b) gradual

decay of the spectral fingerprints of the La state; (c) the delayed build

up of the Lb signatures at 370 nm and 480 nm, both of which have

been reported experimentally.50,51,53,61 These observations are quan-

tified by the time traces (reported in Figure 6b) generated by

iSPECTRON at wavelengths coinciding with the maximum of each

spectral signature, highlighted with a green (SE), red (La ESA) and vio-

let (Lb ESA) arrow, respectively, in the maps.

F IGURE 5 Comparison of the experimental (black line) and theoretical (TDDFT -red line- and RASSCF/RASPT2 -blue line-) linear absorption
spectrum of pyrene recorded in (A) aqueous solution at room temperature58 and in (B) a Ne-matrix at 5 K.59 The theoretical and experimental
spectra are normalized and centered at the fundamental (0–0) transition. Simulated spectra at 5 K have been vertically shifted to facilitate the
comparison between them and with the experiment. The structure of the pyrene molecule is also reported (top left of panel (A))
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Figure 6c shows two snapshots from the spectral dynamics of

the GSB peak, highlighting in particular the elongated shape at early

times (50 fs) and the circular shape at longer times (3 ps). This circu-

larization of the 2D peaks is explained in terms of a memory era-

sure over time of the system initial excitation energy due to its

interaction with the bath and of the finite life-time of system vibra-

tions. This can be quantified by measuring the so called flattening

parameter, which is the difference between the diagonal and the

anti-diagonal peak widths, divided by the former. The magnitude of

the flattening parameter is larger when the line shape significantly

deviates from a circle, while it is zero when the two widths equate.

The evolution of the flattening parameter is reported in Figure 6d,

evidencing its progressive decay. The beating pattern is related to

the long-living 400 cm−1 intra-molecular mode activated in the La

state in the GSB process.

Broadband (300–650 nm) PP heat maps for the first 500 fs with

both infinite resolution (“impulsive limit”) and finite resolution

(employing pulses with realistic duration of � 18 fs) are reported in

Figure 6e, together with a Fourier transform of the residual ESA in

the 550–650 nm window (Figure 6d) after subtracting the decaying

part of the signal (due to the La ! Lb population transfer). The

observed intensity beating, giving rise to the peaks in the Fourier

transform spectra, is to be ascribed to the La ESA and as such it

carries the information of the coherent wave-packet dynamics on

F IGURE 6 Various spectra and signal analysis obtained through iSPECTRON by processing 2DES simulation data produced by Spectron
based on quantum chemistry computations performed at the CASPT2 level with OpenMolcas. (A) 2D maps at different t2 times; positive peaks
represent GSB and SE contributions, while negative peaks represent ESA contributions. (B) The evolution of the various peaks due to the internal
conversion between La and Lb states is made apparent by the time traces of selected points of the maps (indicated with arrows in (A)). (C) and (D)
show the spectral diffusion and the evolution of the flattening parameter along t2, for the main positive peak in the maps. (E) and (F) report PP
heat maps (simulated from 0 to 500 fs) and the Fourier transform (along t2) of the region between 550–650 nm. GSB, ground-state bleaching; SE,
excited-state emission
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the La potential energy surface initiated by the pump pulse. The

effect of introducing finite time-resolution is to wash out the high

frequency features in the spectral dynamics of the ESA thereby

uncovering low frequency modes, accentuating the necessity of ultra

short pulses (preferably with a sub-10 fs duration) in order to thor-

oughly unravel the vibrational dynamics of photo-excited organic

molecules.52

4 | SUMMARY AND FUTURE
DEVELOPMENTS

The simulation of linear and nonlinear spectra is important to support

the interpretation of experimental data and identify the microscopic

origin of macroscopic spectral features. iSPECTRON was developed

to facilitate (a) the calculation of spectra via the Spectron code via the

automatised extraction of QM properties form a variety of quantum

chemistry software and (b) the re-elaboration of these data to pro-

duce and analyze different spectra (1DPP, 2DES, etc) from the

Spectron third-order response output.

We have demonstrated the capabilities of the developed code by

simulating linear and nonlinear spectra for the pyrene molecule at dif-

ferent levels of theory, and with different QC software.

The future development of iSPECTRON aims at expanding the

readout capabilities to more routines of the presently interfaced

codes (i.e., GASSCF/GASPT2, DMRG, etc.) and toward the integration

of more QM codes. A second future development direction involves

the calculation of the OBO parameters from first principles by inte-

grating the calculation and evaluation of energy auto-correlation func-

tions on top of MM simulations of the environmental DOF.42 Finally,

a third development direction aims at expanding the range of systems

that can be treated through the interface. In this regard Spectron

offers many more appealing features. One of such features is the cal-

culation of spectral densities from stochastic data (e.g., energy fluctua-

tions along a given trajectory). Coupling molecular dynamics codes

(such as COBRAMM for example) to this feature through iSPECTRON

would allow one to describe vibrational dynamics beyond the DHO

and CGF approximations. Another Spectron feature of interest, simu-

lations in the exciton picture, would open the door to the spectros-

copy simulation of systems which are currently beyond the

capabilities of QM software.
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ENDNOTES
1 Spectron can be obtained for free from https://mukamel.ps.uci.edu/

software.html.
2 The bath comprises the intra-molecular and the environment (e.g., a pro-

tein cage, a solvent, a nearby molecule) degrees of freedom (DOF).
3 Note that in some specific cases the systems in the sample may be glob-

ally oriented in a specific direction: in that case such orientational aver-

age should not be performed.
4 The Liouville pathways are the terms that appear when the action of the

super-operator μ× is written out explicitly: being a commutator, it can

act either on the left or on the right, producing multiple contributions

known as Liouville space pathways.
5 Note that, in a real experiment, GSB, SE and ESA associated with the

same phase-matching condition cannot be detected separately.
6 “Lowest” in terms of the description of the signal line-shapes.
7 Formulations for the linear response beyond this approximation, which

incorporate so called Dushinsky rotation matrices, exist.41

8 The code requires the NUMPY and SCIPY packages.
9 The solvent has little effect on the line shapes, as different solvents:

water, ethanol, polycrystalline powder, acetonitrile and benzene provide

similar Raman spectra55 which more over are in excellent agreement

with gas-phase simulations.56,57
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